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Abstract: 

 

The reflections recorded on satellite images have been affected by various environmental 

factors. In these images, some of these factors are combined with other environmental factors 

that cannot be distinguished. Therefore, it seems wise to model these environmental phenomena 

in the form of hybrid indicators. In this regard, satellite imagery and machine learning methods 

can play a unique role in modeling and data mining of climatic phenomena as a result of their 

significant advantages, including their availability and analysis. Therefore, addressing the 

improvement and expansion of machine learning methods and modeling algorithms using 

remote sensing data is inevitable. In this study, 7 well-known machine learning algorithms are 

applied with different initial data to show that satellite images are able to estimate the combined 

indices more accurately. A new index (HT) is also defined by combining the quantities of relative 

humidity and temperature. Then, machine learning algorithms are trained for each of these 

three quantities. For each of the temperature and relative humidity quantities, four optimal 

bands were selected using the PCA method, then a combination of these optimal bands was 

determined for the HT index. Two criteria are used to validate the results: Root Mean Square 

Error (RMSE) statistic and comparing the map of the interpolation method with the result of 

this study. RMSE values show that satellite imagery could have a high ability to model and 

estimate composite indices. Classification-KNN-Coarse and Ensemble-Bagged Trees with 

accuracy of 79.8626 % and 84.9281% are identified as the best machine learning methods for 

temperature and relative humidity, while the best accuracy to estimate the HT index is 92.8792% 

for Matern 5/2 GPR. Therefore, it can be said that by changing the methods of database 

preparation, the modeling results can be changed effectively in order to train models. 

D

D 

1. Introduction 

The reflection recorded on satellite images contains a 

substantial amount of information, because these reflections 

are affected by many environmental factors [1]. Therefore, 

it seems logical that the considered environmental factor can 

be discovered by establishing an appropriate mathematical 

relationship between several optimal bands of satellite 

images. For example, by eliminating the common 

environmental factors between the bands, the desired factor 

is achieved. On the other hand, some environmental features 

are incorporated in satellite imagery.  
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In other words, they should be extracted as the combined 

indicators of the satellite imagery. Since relative humidity 

and temperature indices are highly interrelated, their effect 

on satellite images may be indiscriminately recorded. 

Today satellite imagery is widely available at very low cost 

or even free of charge. Therefore, using remote sensing data 

to model climate data is a convenient and economical way. 

In recent years, the artificial intelligence approaches such as 

Coactive Neuro-Fuzzy Inference System (CANFIS), 

Adaptive Neuro-Fuzzy Inference System (ANFIS) which is 

hybrid of Artificial Neural Networks (ANN) and Fuzzy 

Inference System (FIS), Fuzzy-Logic (FL) [2], Radial Basis 

Neural Network (RBNN) which is a type of ANN, Support 

Vector Machines (SVM), Generalized Regression Neural 

Network (GRNN) which is a type of ANN, Genetic 

Algorithm (GA), Wavelet Transformation (WT) and Multi-
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Layer Perceptron Neural Network (MLPNN) have been 

significantly utilized in diverse fields such as modelling 

climate indicators [3-15]. In order to model the target data, 

researchers used terrestrial station data as inputs, which have 

many limitations. Thus, many researchers tend to use 

satellite imagery [16-23]. In studying the model trees and 

neural network for modeling the rainfall, [12] it was 

concluded that tree models could be a suitable substitute for 

the neural network for precipitation modeling. 

MeikeKühnlein, in a study [16] about improving the 

accuracy of rainfall rates from optical satellite sensors with 

machine learning showed that, using machine learning 

methods can accurately improve the rates of precipitation, 

even up to hourly rates. Doña et al [20] used remote sensing 

to estimate the temporal variation of the flooded area, and 

their associated hydrological patterns related to the 

seasonality of precipitation and evapotranspiration. He 

applied several inverse modeling methods, such as two-band 

and multispectral indices, single-band threshold, 

classification methods, artificial neural network, support 

vector machine and genetic programming. The genetic 

programming approach yielded the best results, with a kappa 

value of 0.98, and a total error of omission-commission of 

2%. Xu et al [19] upscaled evapotranspiration from eddy 

covariance flux tower sites to the regional scale with 

machine learning algorithms. Five machine learning 

algorithms were employed for evapotranspiration upscaling 

including artificial neural network; Cubist, deep belief 

network, random forest, and support vector machine. They 

demonstrated that the artificial neural network, Cubist, 

random forest, and support vector machine algorithms have 

almost identical performance in estimating 

evapotranspiration and have slightly lower Root Mean 

Square Error than deep belief network at the site scale. 

There is a saying that apples shouldn’t be compared with 

oranges or in other words, do not compare two items or 

group of items that are practically incomparable. However, 

the lack of comparability can be overcome if the two items 

or groups are somehow standardized or brought on the same 

scale. In a similar way, normalizing the RMSE facilitates the 

comparison between datasets or models with different 

scales. 

The Heat Index (HI) is an index that combines air 

temperature and relative humidity in shaded areas, to posit a 

human-perceived equivalent temperature as how hot it 

would feel if the humidity were a different value in the 

shade. Like the wind chill index, the HI contains 

assumptions about the human body mass and height, 

clothing, amount of physical activity, individual heat 

tolerance, sunlight and ultraviolet radiation exposure, and 

the wind speed. Significant deviations from these will result 

in HI values which do not accurately reflect the perceived 

temperature [24-26]. 

New experimental techniques, as well as modern variants on 

known methods, have recently been employed to investigate 

the fundamental reactions underlying the oxidation of bio-

char. The purpose of study executed by Bastistella and et.al 

[27] was to experimentally and statistically study how the 

relative humidity of air, mass, and particle size of four 

biochars influenced the absorption of water and increase in 

temperature. A random factorial design was employed using 

the intuitive statistical software Xlstat. A simple linear 

regression model and an analysis of variance with a pairwise 

comparison were performed. The experimental study was 

carried out on the wood of Quercus pubescens, 

Cyclobalanopsis glauca, Trigonostemon huangmosun, and 

Bambusa vulgaris, and involved five relative humidity 

conditions (22, 43, 75, 84, and 90%), two mass samples (0.1 

and 1 g), and two particle sizes (powder and piece). Two 

response variables including water adsorption and 

temperature increase were analyzed and discussed. The 

temperature did not increase linearly with the adsorption of 

water. Temperature was modeled by nine explanatory 

variables, while water adsorption was modeled by eight. 

Five variables, including factors and their interactions, were 

found to be common to the two models. Sample mass and 

relative humidity influenced the two qualitative variables, 

while particle size and biochar type only influenced the 

temperature [27]. 

In this research, the relationship between Landsat 8 satellite 

imagery and terrestrial station data is investigated in 

estimating combined quantities using different machine 

learning methods. These include Artificial Neural Network, 

Neuro-Fuzzy (ANFIS), Classification-KNN, Regression- 

Robust Linear, Gaussian SVM, Matern 5/2 GPR, and 

Ensemble-Bagged Trees. Then the different methods are 

compared to find the optimal method. This study is 

conducted with the following objectives: (i) to select 

appropriate combination for input variables in the models 

using two ways, one of which is Principal Component 

Analysis (PCA) and the other one is applying standard 

deviation and Correlation as an indicator; (ii) to calibrate and 

validate the heuristic models with selected input variables; 

and (iii) to compare the results of the listed models with 

those of the interpolation based models, IDW. 

 

2. Material and methods 

2.1. Study area and data acquisition 

The study area includes three provinces of Tehran, Alborz 

and Qazvin in Iran which is situated between 48° 43′ 38.83″ 

E to 53° 09′ 11.70″ E longitude and 34° 50′ 14.29″ N to 36° 

47′ 1.33″ N latitude at an altitude of 1495.9m above MSL 

(Mean Sea Level) (Fig.1). The mean annual rainfall is about 

1500mm at the study area. The area has six climatic sub 

regions, including dry, semi-arid, Mediterranean, semi-
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humid, humid and very humid. In Fig.1, the study area and 

the position of stations applied in this study are shown on the 

region map. Daily relative humidity and temperature data 

are collected from Meteorological Organization and Water 

Resources Management Organization of Iran. 

The primary data source was a series of Landsat-8 satellite 

images. The spatial resolution of the band 8 for the satellite 

is 15 m; other bands (1,2,3,4,5,6,7,9,10,11) have a spatial 

resolution of 30 m. The selected Landsat-8 scenes are path 

164 / row 35 and path 165/ row 35, which covers the extent 

of the area of interest. Scenes that were mostly cloud-free 

from 2013 to 2016 are obtained from the United States 

Geological Survey Earth Explorer website [28]. All images 

were Level 1T products, which have been precision and 

terrain corrected in the GeoTIFF format and are in the UTM 

Zone 39S projection and WGS datum [29]. The resulting 

dataset comprised 34 full scenes. 

 
Fig. 1: Location map of the study area and Distribution of 

terrestrial stations 

 

2.2. Preparing the initial datasets for Machine 

Learning 

Machine Learning (ML) depends heavily on data, which is 

the most crucial aspect that makes algorithm training 

possible and explains why machine learning has become so 

popular in recent years. Regardless of actual terabytes of 

information and data science expertise, if data records are 

not prepared and organized, a machine will be nearly useless 

or perhaps even harmful. Without exception, all datasets 

needed correction. That is why data preparation is such an 

important step in the machine learning process. In a nutshell, 

data preparation is a set of procedures that helps make the 

dataset more suitable for machine learning. In broader terms, 

the data preparation also includes establishing the right data 

collection mechanism. These procedures consume the 

utmost time spent on machine learning. Sometimes it takes 

months before the first algorithm is built [30, 31]. 

Knowing what must be modeled or estimated helps to decide 

which data may be more valuable to collect. When 

formulating the problem, data exploration must be 

conducted, and reasoned in the categories of classification, 

clustering, regression, and ranking. For instance, when an 

algorithm needs to answer binary yes-or-no questions, 

classification is the best method, or when it comes to finding 

the rules of classification and the number of classes, 

clustering is a suitable choice. 

Generally since the surface evaporation dataset is formed by 

numerical values, regression algorithm is more beneficial to 

this case [30, 31]; however, (i) it must be considered that 

surface evaporation depends on numerous factors, which 

makes it too complicated to be formulated accurately. (ii) On 

the other hand, it is tempting to include as much data as 

possible, because of its reliability and quantity. Since the 

target attribute (the value needed to be modeled) is known, 

common sense guides the rest. It can be assumed which 

values are critical and which ones are going to add more 

dimensions and complexity to the dataset without any useful 

contribution. This approach is called attribute sampling. (iii) 

Since missing values can tangibly reduce prediction 

accuracy, this issue must be addressed as a priority. In terms 

of machine learning, assumed or approximated values are 

“more right” for an algorithm than just missing ones. Hence 

in this study, all the well-known methods of machine 

learning are mostly applied with two statistical data 

preparation techniques, one of which is PCA and the other 

which uses standard deviation and correlation, in order to 

find the best algorithm for the purpose of the study. 

 

2.2.1. Defining a combined index (HT) 

In order to clarify the capabilities of satellite imagery and 

machine learning algorithms in the estimation and modeling 

of combined indices, daily temperature and relative 

humidity are used to define a new index Humidity-

Temperature (HT) seen in formula (1). Then the result of this 

study is calculated and analyzed for each of these three 

parameters (temperature, relative humidity and HT index): 

𝐻𝑇 =  
𝐻 − 𝑇

𝐻 + 𝑇
    (1) 

Where, HT is the new combined index, H is the relative 

humidity and T is the temperature. A total of 1291 HT 

sample records (40 stations in 34 pairs of images during the 

3 years) are collected. The data records are split into two 

sub-datasets: 80% of the records are selected randomly to 

train the machine learning algorithms and develop the 

estimation model, and the 20% remaining are used for 

validation and evaluations. 
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2.2.2. Determining optimal bands for relative humidity and 

temperature 

By using standard deviation and correlation statistics, 

parameters that have greater correlation and amplitude than 

the others are determined, and then a specific number of 

optimal parameters is used instead of all the parameters and 

executed according to formula (2), in this study. This 

formula is set for three parameters, but in this research, it is 

applied for five parameters (including four bands of satellite 

imagery and surface evaporation values): 

 

𝑥 =
(𝑠𝑡𝑑(𝐵1) + 𝑠𝑡𝑑(𝐵2) + 𝑠𝑡𝑑(𝐵3))

|𝑐𝑜𝑟𝑟(𝐵1, 𝐵2)| + |𝑐𝑜𝑟𝑟(𝐵1, 𝐵3)| + |𝑐𝑜𝑟𝑟(𝐵2, 𝐵3)|
        (2) 

Which, x is the benchmark for optimization or Optimum 

Index Factor (OIF), Bi is parameter (bands and relative 

humidity or temperature value), std and corr are standard 

deviation and correlation respectively. The x index in 

formula (2) is calculated for all possible states in selecting 

four bands among nine bands of satellite images. The state 

which has maximum value of the optimization index is 

considered as the best quad-combination of 9 bands of 

landsat-8 images. The selected state is the combination of 

bands 1, 2, 9, and 10 for temperature and 4, 7, 9, and 10 for 

relative humidity. Tables 1 and 2 show the results of the 

calculations for relative humidity and temperature 

respectively. 

 

Table 1: The result of the calculations using equation (1). Extraction of four optimal bands using nine satellite image bands and with 

respect to temperature values. 
           State X Index       

B1 B2 B3 B4 B5 B6 B7 B9 B10 Temp(◦C) A … … A B1 B2 B9 B10 Temp(◦C) 

… … … … … … … … … …  … …  … … … … … 

… … … … … … … … … …  B1B2B7B10T 249.85  … … … … … 

431.30 448.86 407.44 361.94 234.69 41.59 11.79 8.27 4.73 8.1  B1B2B9B10T 560.06  431.30 448.86 8.27 4.73 8.1 

388.77 406.29 359.77 322.18 211.47 40.76 11.77 8.6 4.70 3.5  B1B3B4B5 55.44  388.77 406.29 8.6 4.70 3.5 

303.31 311.84 280.64 249.34 171.22 40.39 11.19 6.11 5.67 15.4  … …  303.31 311.84 6.11 5.67 15.4 

… … … … … … … … … …    … … … … … 

 

Table 2: The result of the calculations using equation (1). Extraction of four optimal bands using nine satellite image bands and with 

respect to relative humidity values. 
           State X Index       

B1 B2 B3 B4 B5 B6 B7 B9 B10 RH A … … A B1 B2 B9 B10 RH 

… … … … … … … … … …  … …  … … … … … 

… … … … … … … … … …  B4B6B9B10T -714.96  … … … … … 

236.44 240.27 205.74 179.50 115.60 14.53 4.26 5.37 3.94 36.59  B4B7B9B10RH 6906.29  236.44 240.27 5.37 3.94 36.59 

180.19 178.17 148.35 126.62 80.74 9.76 2.67 3.91 4.26 32.40  B5B6B7B9 26.68  180.19 178.17 3.91 4.26 32.40 

268.55 273.45 232.88 203.74 130.84 15.71 4.29 6.72 3.85 29.4  … …  268.55 273.45 6.72 3.85 29.4 

… … … … … … … … … …    … … … … … 

 

2.2.3. Determining optimal bands for HT index 

Major databases are increasingly expanding and publicizing, 

while making them more difficult to interpret. Principal 

Component Analysis (PCA) is a technique for reducing the 

size of such databases, increasing the capability of 

interpreting, and simultaneously minimizing data problems. 

The PCA technique does this by creating a new variable that 

maximizes the variance successively [32]. Table 3 illustrates 

the result of the PCA technique. All selected bands for 

relative humidity and temperature in the previous sections 

(1, 2, 4, 7, 9 and 10) are used to extract four optimal bands. 

 

2.3. Machine Learning algorithms 

In general, 7 machine learning methods are used to achieve 

the study objectives, each of which is briefly described in 

this section: 

 

2.3.1. Artificial Neural Network (ANN) 

Neural network is one of the techniques of machine learning, 

the application of which has been proved in numerous 

studies such as modeling and predicting many phenomena 

including climate phenomena. Sulaiman and Wahab [13, 33] 

describe the modeling and prediction of heavy rainfall. 

Although it was difficult to model and predict climatic 

phenomena, machine learning methods, especially artificial 

neural networks, are reliable and can be used for climate 

phenomena such as precipitation and surface evaporation. 

The data structures and functionality of neural nets are 

designed to simulate associative memory. Neural nets learn 

by processing examples, each of which contains a known 

"input" and "result," forming probability-weighted 

associations between the two, which are stored within the 

data structure of the net itself. (The "input" here is more 

accurately called an input set, since it generally consists of 

multiple independent variables, rather than a single value.) 

[9]. 

 

2.3.2. Neuro-Fuzzy (ANFIS) 

ANFIS is an artificial neural network based on the Takagi-

Sugeno fuzzy system [34]. Since this system combines 

neural networks and fuzzy logic concepts, we can use both 

of them at the same frame. Neuro-fuzzy hybridization results 

in a hybrid intelligent system that synergizes these two 

techniques by combining the human-like reasoning style of 

fuzzy systems with the learning and connectionist structure 

of neural networks. Neuro-fuzzy hybridization is widely 
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termed as Fuzzy Neural Network (FNN) or Neuro-Fuzzy 

System (NFS) in the literature. Neuro-fuzzy system (the 

more popular term is used henceforth) incorporates the 

human-like reasoning style of fuzzy systems through the use 

of fuzzy sets and a linguistic model consisting of a set of IF-

THEN fuzzy rules. The main strength of neuro-fuzzy 

systems is that, they are universal approximations with the 

ability to solicit interpretable IF-THEN rules [35]. 

 

Table 3: the result of the PCA technique. Extraction of four optimal parameters using six optimal satellite image bands and with respect to 

HT index values. 
B1 B2 B4 B7 B9 B10 HT    P1 P2 P3 P4 HT 

… … … … … … …    … … … … … 

76.34 71.53 50.92 3.00 0.44 9.11 0.55    -1.26 -0.31 0.04 0.12 0.55 

204.18 206.54 154.01 0.93 1.99 5.23 1.11    1.32 -1.59 -1.10 0.50 1.11 

117.83 122.82 123.97 7.68 0.21 11.64 0.23    -0.13 2.17 0.01 -0.01 0.23 

… … … … … … …    … … … … … 

 

2.3.3. Classification-KNN-Coarse 

The KNN algorithm is one of the simplest data mining and 

classification algorithms. This algorithm performs simple 

classification operations and returns reliable results as 

predictions. In a literal sense, this method chooses the tracks 

in which the selected neighborhood has the highest number 

of records attributed to them. Therefore, traces that are more 

closely related to each other in the K nearest neighbor are 

considered as the new record category [36]. 

 

2.3.4. Robust Regression-Linear 

In robust statistics, robust regression is a form of regression 

analysis designed to overcome some limitations of 

traditional parametric and non-parametric methods. 

Regression analysis seeks to find the relationship between 

one or more independent variables and a dependent variable. 

Certain widely used methods of regression, such as ordinary 

least squares, have favorable properties if their underlying 

assumptions are reliable, but can give misleading results if 

those assumptions are not supportive. Therefore, ordinary 

least squares are said not to be reasonable for violations of 

its assumptions. Robust regression methods are designed not 

to be overly affected by violations of assumptions by the 

underlying data-generating process [37]. 

 

2.3.5. Gaussian SVM 

One of the most common methods in the data classification 

domain is the support vector machine or SVM algorithm. In 

simple terms, support vectors are a collection of points in the 

n-dimensional data that defines the boundaries of the 

categories. The classification of the data is based on these 

points, and the output of the classification may be changed 

by moving one of them. SVM is basically a binary separator. 

A multi-class pattern recognition can be achieved by 

combining two-class vector machines [38]. 

 

2.3.6. Matern 5/2 GPR 

Gaussian process consists of a set of random variables as one 

of the new methods of data mining with its normal 

characteristics, and has a high ability to solve nonlinear 

problems by using kernel functions. The Gaussian 

regression models are based on the assumption that the 

regulatory observation should carry information about one 

another. Gaussian processes are a way to specify the priority 

directly on the function space [39]. 

 

2.3.7. Ensemble-Bagged Trees 

Bagging is an ensemble technique which is used when the 

goal is to reduce the variance of a decision tree [40]. Here, 

the idea is to create several subsets of data from training 

sample chosen randomly with replacement. At this point, 

each collection of subset data is used to train their decision 

trees. As a result, we end up with an ensemble of different 

models. Average of all the predictions from different trees 

are more robust than a single decision tree. 

3. Results and discussion 

In this study, after preparing (or so-called GIS-Ready) the 

temperature and relative humidity data for 40 stations, along 

with corrected reflectance values of Landsat-8 satellite 

imagery, four optimal bands of the nine bands (1, 2, 3, 4, 5, 

6, 7, 9, and 10) are selected in Landsat-8 satellite imagery to 

continue the work. Two ways are applied: first one is Optima 

Index Factor (OIF) to estimate temperature and relative 

humidity values of satellite imagery, and the second one is 

PCA method for the HT index. In each of which, the data is 

divided into two categories: train (80%) and test (20%). 

In the next step, train data is introduced into each of the 

modeling methods to model the relationship between 

satellite images and temperature, relative humidity and HT 

index values; and then it generates a simulator or decision 

function for each of them. Since 7 machine learning methods 

are applied, 7 functions are trained for each of the three 

quantities (temperature, relative humidity and HT index). 

Models’ accuracies are evaluated according to (i) the Root 

Mean Square Error (RMSE) statistic and (ii) comparison 

with the generated map of the interpolation method. The 

RMSE can be expressed as: 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑(𝑋𝑖,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 −  𝑋𝑖,𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2

𝑁

𝑖=1

             (3) 
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Where N is the number of data points used in the study, and 

X represents considered quantity. 

 

3.1. Modeling daily temperature and relative humidity 

In this part, the 7 machine learning methods are applied to 

estimate temperature and relative humidity of 40 stations in 

the studied area using four optimal bands obtained by OIF 

(Equation.2). Tables 4 and 5 show test results of the applied 

models in estimating temperature and relative humidity data. 

The minimum and maximum RMSE values for temperature 

are 9.1826 and 11.3870 for Classification-KNN-Coarse and 

Neuro-Fuzzy (ANFIS) methods respectively. Therefore, 

according to RMSE values, Classification-KNN-Coarse 

method is known as the best method among the others for 

modeling temperature. Figure (2) illustrates the error 

variation of validation results especially for the artificial 

neural network model. The minimum and maximum RMSE 

values for relative humidity are 14.8639 and 90.5108 for 

Ensemble-Bagged Trees and Neuro-Fuzzy (ANFIS) 

methods respectively. Therefore, it is clearly evident that the 

Ensemble-Bagged Trees model has the best performance 

among the other models for modeling relative humidity. 

Figure (3) illustrates the error variation of validation results 

especially for the Matern 5/2 GPR models. It is also clear 

that all models generally offer the same precision. 

 

Table 4: Test results of the applied models in estimating 

temperature 

Machine 

Learning 

Algorithms 

RMSE 

(mm) 

100 - Normalized 

RMSE (%) 

Artificial neural 

network 
10.84755 76.21151 

Neuro-Fuzzy(ANFIS) 11.38702 75.02846 

Classification-KNN-

Coarse 
9.182639 79.86263 

Robust Regression-

Linear 
11.13681 75.57717 

Gaussian SVM 11.27292 75.27868 

Matern 5/2 GPR 11.29329 75.23402 

Ensemble-Bagged 

Trees 
11.17591 75.49143 

 

Table 5: Test results of the applied models in estimating relative 

humidity 

Machine 

Learning 

Algorithms 

RMSE 

(mm) 

100 - Normalized 

RMSE (%) 

Artificial neural 

network 
15.1214 84.66701 

Neuro-Fuzzy(ANFIS) 90.5108 8.222673 

Classification-KNN-

Coarse 
17.76584 81.98556 

Robust Regression-

Linear 
15.54172 84.2408 

Gaussian SVM 15.09846 84.69027 

Matern 5/2 GPR 14.89611 84.89545 

Ensemble-Bagged 

Trees 
14.8639 84.92811 

 

 
Fig. 2: The error variation of the test temperature results especially for the artificial neural network model. From the left, the map 

obtained from the IDW interpolation method and the ANN machine learning algorithm and spatial distribution of errors 

 

 
Fig. 3: The error variation of the test relative humidity results especially for the Matern 5/2 GPR model. From the left, the map 

obtained from the IDW interpolation method and the Matern 5/2 GPR machine learning algorithm and spatial distribution of errors 

 

3.2. Modeling daily HT index 

At this stage, machine learning methods were applied to 

estimate hybrid HT index of 40 stations on the study area 

using four optimal bands gained from the optimal bands 

used in the previous section by the PCA method. Table 6 

gives the test results of the applied models in estimating HT 

data. RMSE values range from 0.1993 to 0.5782 mm for the 

7 models. The minimum RMSE values were found for 

Matern 5/2 GPR (test set) while the Neuro-Fuzzy (ANFIS) 

model provided the worst accuracy. Therefore, according to 

RMSE values, the Matern 5/2 GPR method is known as the 

best method among the other applied methods for HT index 

modeling. 
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Table 6: Test results of the applied models in order to estimate HT index values 

Machine Learning Algorithms RMSE (mm) 100 - Normalized RMSE (%) 

Artificial neural network 0.215028 92.32042 

Neuro-Fuzzy (ANFIS) 0.578229 79.34897 

Classification-KNN-Coarse 0.24697 91.17966 

Robust Regression-Linear 0.19977 92.86536 

Gaussian SVM 0.21819 92.2075 

Matern 5/2 GPR 0.19938 92.87929 

Ensemble-Bagged Trees 0.20216 92.78 

 

Figure (4) illustrates the error variation of test results 

especially for the ANN model. From the figure, it is clear 

that all models generally provided similar accuracy and 

compared to the results obtained for relative humidity and 

temperature quantities in the previous section, satellite 

images can be considered as highly capable tools of 

estimating phenomena such as the HT index. 

Generally, calculating Root Mean Squared Error (RMSE) 

indicated that the combination of temperature and relative 

humidity parameters can be better derived from satellite 

imagery. In other words, there are many environmental 

parameters that are recorded as a unique quantity combined 

with other parameters in satellite imagery, and these 

quantities are not capable of derivation in most cases. Thus, 

significant changes are seen in the mean square error of the 

HT index compared to the temperature and relative 

humidity. Therefore, it is easy to see the ability of different 

machine learning methods and satellite images to estimate 

combined indices in Table 6. For each quantity, most models 

have very close RMSE values, which proves that machine 

learning decision making models are valid in modeling 

climatic phenomena such as HT index using remote sensing 

data, and applying these decision models for modeling and 

data mining is inevitable in the future. 

 
Fig. 4: The error variation of the test HT index results spatially for the ANN model. From the left, the map obtained from the IDW 

interpolation method and the ANN machine learning algorithm and spatial distribution of errors 

 

In Figures 2, 3 and 4, the maps are obtained from both the 

interpolation method and the machine learning methods. 

These figures indicate the validity of the result for the 

combined HT index compared with the relative temperature 

and relative humidity. In these figures, the spatial 

distribution of the difference between the interpolation and 

machine learning methods is also seen. It is obvious that by 

changing the methods of database preparation in order to 

train the models, the modeling results can be changed 

effectively. Therefore, in this section, satellite imagery and 

machine learning algorithms are re-established in the 

estimation of combined environmental quantities. 

 

4. Conclusion 
With regard to the importance of changing the future climate 

of the planet and the wide effects on the various aspects of 

meteorological and hydrological issues, extensive efforts 

have been made in order to extract climatic data, more 

accurately and at the same time less costly and without 

human and physical errors, in the future. On the other hand, 

the changes in climate variables in regional scales are not 

explicitly identified, as they depend on a large number of 

local factors. Hence, addressing the improvement and 

expansion of machine learning methods and modeling 

algorithms using remote sensing data is inevitable. One of 

the outputs of this research is simulation models for data 

mining through satellite imagery, which is shown in Figure 

5. This figure shows an example of these products. 

In this research, in order to study the appropriate methods 

for modeling and data mining for the surface evaporation, 

we employed important methods of machine learning and 

the time series of remote sensing, meteorological data and 

their integration, as well as the impact of the use of methods 

such as PCA and OIF which were used to prepare data as a 

result of training the models. This research proved that the 

combined HT index is estimated with higher precision 

instead of relative humidity and temperature values through 

satellite imagery. According to the results, the artificial 

neural network model had acceptable performance in both 

methods, and it was quite evident that the impact of the 

methods of database preparation could be impressively 

significant. Since the discussion of data preparation for 

training modeling algorithms has not yet been sufficiently 

considered, and given the significant effect on the results of 

the obtained models, it is suggested to pay more attention to 
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this issue in future studies. For example, combined indices 

such as HT can be extracted with high precision of satellite 

images, and then the temperature and relative humidity 

quantities can be derived from that. 

 

 
Fig. 5: An example of this study’s products. Top, six optimized bands selected by using the index X (formula.2), Down, HT values 

map prepared from these optimal bands through the ANN algorithm. 

 

Table 7: Test final results of the research 
Parameter Temperature Relative Humidity HT 

The result map 

   
The best ML 

algorithm 
Classification-KNN-Coarse Ensemble-Bagged Trees Matern 5/2 GPR 

100 - 

Normalized 

RMSE (%) 

79.86 84.92 92.87 
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