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Abstract:  

As an essential issue in traffic crashes, human factor plays an indispensable role. This study 

uses the general health questionnaire (GHQ-12) within some socio-demographic and also a 

number of daily exercise related questions for prediction of traffic crashes among taxi drivers 

in the City of Tehran. A novel technique is been developed by applying nonlinear-learning of 

composition model of Adaptive Neuro-Fuzzy Inference Systems (ANFIS) and Particle Swarm 

Optimization (PSO) with M5 model tree. In order to improve the generalization ability of a 

single data driving algorithm, a cluster of ANFIS models with different nodes and hidden layers 

are implemented to extract the inherent relationship between traffic accident rates and human 

factors. The predictions of ANFIS models are combined applying a nonlinear weighted average 

method composed of M5 tree, and the PSO is utilized to find the optimal parameters of ANFIS 

models. The performance of the proposed model is evaluated in a case study and the relevant 

data are collected from a large group of Taxi drivers in the City of Tehran, Iran; as it was 

carried out to predict the associated accident rates. The Nash-Sutcliffe coefficient (NSE) and 

different error criteria are utilized to assess the prediction efficiency of the associated Hybrid 

model. Results indicate that the M5 tree is capable in enhancing the prediction accuracy of the 

novel model applied in the prediction of the accident rates as in comparison with the popular 

ANFIS model. Moreover, the linear relationships generated by M5 tree show the sensitivity of 

ensembled model accuracy on the single ANFIS models, which have a partial tendency in 

underestimation of the traffic crashes. 

D 

1. Introduction 

Traffic accident rates in Iran is twenty times the global 

average, which makes the country suffering from the 

extensive consequences of traffic injuries, deaths and the 

associated costs. According to the Iranian experts, this 

anomaly is somehow related to the countrywide 

psychological and health related problems [1]. Therefore, 

more investigations regarding the possible relationships of 

these problems with traffic crashes might be helpful in order 

to address an appropriate policy for reducing the traffic 

accident rates in the country. In other hand, there is a 

growing tendency to investigate the relationships between 

crash predictions and traffic operating characteristics such 

as road environment , traffic and weather conditions [2]; 
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 while there are great interests to determine the vast causes 

of crashes based on the human factors as the most important 

determined elements in the analysis of the traffic crashes [3, 

4]. While the traffic crashes are the main reasons for injuries 

and consequential disabilities, and sometimes the mortality 

in Iran [5], thus it is crucial to comprehend as many as 

factors which could influence in these type of crashes.  

Several studies utilized crash severity data for modeling the 

crashes severity by applying different types of the family of 

regressions, logit models, Artificial Neural Networks 

(ANN), Fuzzy Models, and Time-Series Models [6–9]. The 

study of relationship between mental health and driving 

behavior of taxi drivers in the City of Kerman, Iran, 

compared to Manchester’s Driving Behavior Questionnaire 

(MDBQ) and General Health Questionnaire (GHQ) revealed 

that there is a meaningful positive relationship between 

mental health and driving behavior. If drivers possessed a 

proper mental health, their driving behavior would also be 

acceptable. In addition to that, the physical activity of the 

drives is proved to be a reducing factor of hypertension 

among the taxi drivers in Brazil [10]. 
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There are many studies which have focused on determining 

the epidemiology of urban traffic crashes of Tehran [11] and 

Crash generation concept in the city of Mashhad [12]. More 

recently, a study has been done which investigated the social 

determinants of risky driving on the intercity roads of 

Tehran province showed that people with a driving job, 

chronic disease, poor socio-economic status, and having 

only a family dispute, without a religious attitude, under 

medical supervision, secondary education, or being a 

woman, and applying drugs had more road traffic crashes. 

This study also concluded that among all significant 

aforementioned factors, those factors were related to 

socioeconomic status, health condition, and family structure 

had a greater role [13]. 

Based on literature review, it seems that the preceding 

studies have considered many vehicles, roads, 

environmental and human factors for prediction of traffic 

crashes. Moreover, very few of the previous works have 

attempted to consider human factors, which could influence 

on the accident rate in a realistic area of study. In order To 

accurately realize the relative impact of these human factors; 

it is necessary to develop a prediction model which can 

present the linear relations between the inputs and outputs. 

To the best of our knowledge, insufficient attempts was done 

to address the influence of exercise and mental health on the 

accident frequencies. Accordingly, the main objective of the 

present study was to examine the relationships of these 

human factors on the property damage only crashes among 

taxi drivers of Tehran. 

 

2. Methodology  

2. 1. Adaptive Neuron Fuzzy Inference System 

(ANFIS)  

The concept of a fuzzy set was introduced in 1964 by Zadeh 

[14] who was working on the problem of computer’s 

compiling capabilities which is not easily transformed into 

the absolute terms of 0 and 1. Therefore, Fuzzy logic is 

intended to model the logical reasoning with vague or 

imprecise statements. The most common fuzzy 

methodology is Mamdani's fuzzy inference method which 

was proposed in 1975 by Ebrahim Mamdani [15] to control 

a combination of steam engine and boiler by synthesizing a 

set of linguistic control rules obtained from experienced 

human operators. Fig 1. (a) shows the general structure of a 

typical fuzzy logic system. 

Regarding the safety and reliability analysis, a 

membership function (𝑀) is defined by the typical convex 

functions as triangular, trapezoidal, rectangular and 

Gaussian type that defines how each point in the input space 

is mapped to a membership value between 0 and 1. The 

shape of the membership function commonly does not affect 

the final results. We use Gaussian type in this study due to 

the fact that based on the two variables, number of minutes 

of exercise and mental health, the Gaussian type might be 

more appropriate. 

The ANFIS is an adaptive neuro fuzzy inference system 

that is based on Takagi-Sugeno fuzzy inference system [16]. 

It has the capability to approximate nonlinear functions [17]. 

Fig. 1. (b) shows the structure of Sugeno fuzzy inference 

system. The rules in Sugeno can be written as: “If 𝑥1 is 𝐴𝑖1, 

and 𝑥2 is 𝐴𝑖2, then 𝑦𝑖  is 𝑓𝑖(𝑥), were 𝑥1 and 𝑥2 are the input 

variables,  𝐴𝑖𝑛 are the linguistic variables and 𝑦𝑖  is the 

consequent part of ith rule and 𝑤𝑖  are the weights used for 

calculating 𝑦̂𝑖, which is the estimate of 𝑦𝑖  ”. For more 

detailed reading about Takagi-Sugeno structure, please refer 

to Ismail et al [18]. 

 

2. 1. 1. Particle Swarm Optimization (PSO) 

The PSO is a popular meta-heuristics optimization algorithm 

presented by Kennedy and Eberhart in 1995 [19]. It uses 

three key components including velocity, fitness function 

and positon to find the optimal solution. Fitness of each 

solution is the utility of objective function such as minimum 

or maximum values. The position shows the unknown 

solution of the model and the velocity specifies the speed of 

positions’ variations. Particles are p dimensional vectors 

where fitness function will be computed for these particles. 

A particle is randomly generated within the search area and 

a random velocity is assigned to it. The number of initial 

particles in the search area is named as “generation”.  A 

fitness function is a criteria of excellence of particles. 

Usually, the PSO tries to find the minimum value of the 

fitness function. it uses the local rules to find the global 

solutions of the optimization algorithm. Generations’ 

clusters in the point that it has a great fitness function. 

However, the optimization process can be terminated when 

the maximum value of generation reached or the termination 

criteria desired. In the PSO algorithm, the position of initial 

particles is changed as below [20]: 

𝑥𝑘+1
𝑖 =  𝑥𝑘

𝑖 + 𝑢𝑘+1
𝑖  (1) 

where, velocity 𝑢𝑘+1
𝑖  is calculated by  

𝑢𝑘+1
𝑖 = 𝑤𝑢𝑘 

𝑖 + 𝑐1𝑟1(𝑝𝑘
𝑖 − 𝑥𝑘

𝑖 ) + 𝑐2𝑟2(𝑝𝑘
𝑔

−  𝑥𝑘
𝑖 ) (2) 

in which, 𝑥𝑘+1
𝑖  is the updated positon of each particle, 𝑥𝑘

𝑖  

represents particle position, 𝑢𝑘 
𝑖 is the velocity of particle, 𝑝𝑘

𝑖  

is the best position of particle, 𝑝𝑘
𝑔

 is the best position of 

swarm, 𝑢𝑘+1
𝑖  is the new value of particle, 𝑐1 and 𝑐2 are the 

constant coefficients.  

2. 2. Regression Method 

The regression method investigates the relationship between 

a dependent variable and independent variables. In the other 

words, the dependent variable is modeled as a function of 

the independent variables as follows [21]: 

Y = 𝑓(X. 𝛽) + ε (3) 

Where Y is a dependent variable, X is an independent 

variables, 𝛽 is for the unknown parameters and ε is an error 

term. If the regression function is unknown, the function 

must initially be guessed and a trial and error process must 

be applied to find the best function. The regression function 

can be linear, exponential, power, logarithmic, polynomial 

and so on [21].  
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(b) Sugeno-Type Fuzzy Inference 

Fig. 1: (a) The General Structure of a typical Fuzzy Logic System, (b) Sugeno-Type Fuzzy Inference [18] 

2. 2. 1. Poisson Regression Model (PRM) 

PRM or a log-linear model is a generalized linear model 

form of the regression analysis used to predict a dependent 

variable that consists of the count data. The count data is a 

type of data in which the observations can only take the non-

negative integer. The Poisson regression assumes that the 

response variable Y has a Poisson distribution, and assumes 

the logarithm of its expected value can be modeled by a 

linear combination of unknown parameters (21). 

ln[𝐸(𝑌)] = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑘𝑥𝑘 (4) 

The mean accident frequency is λ = 𝐸(𝑌) which can be 

interpreted by the Poisson distribution function. The mean 

and variance of the Poisson distribution is equal (21): 

𝐸(𝑌) = var(𝑌) = λ (5) 

Since the mean value is equal to the variance, any factor that 

affects one will also affect the other. Therefore, if the 

observed variance is greater than the mean (known as over 

dispersion) negative binomial (NB) model is used. Also, the 

Poisson and the negative binomial models are not applicable 

if many zero crashes are observed. Thus in this case, the 

Zero-altered probability processes such as zero-inflated 

Poisson (ZIP) model and zero-inflated negative binomial 

(ZINB) model must be used [21]. 

2. 3. M5 Tree  

The decision tree is a new machine learning algorithm 

presented by Quinlan (1992) [22] that it has been used for 

prediction in various fields, recently. In the decision tree, a 

node is located on top of the tree and many leaves are located 

below. A sample is entered in the node and it is examined to 

determine if this sample belongs to branch. Many methods 

are developed for this examination, however, the objective 

of all methods is unique. The selection rules should be 

determined according to structure of the learning model 

[23]. Selection process is continued to reach the best roles. 

In the M5 tree model, a complex problem can be divided in 

simple sub networks and linear relationship is allocated to 

them. Therefore, the M5 tree can be used for complex 

nonlinear problems. The M5 tree consists of three steps 

including building of tree, pruning and smoothing [24]. In 

the first step of the building tree, the features with more 

ability for splitting should be determined. The split rules are 

determined based on the standard deviation reduction (SDR) 

index [25].

(a) The General Structure of a typical Fuzzy Logic System 
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𝑆𝐷𝑅 = 𝑠𝑑(𝑇) − ∑
|𝑇𝑖|

|𝑇|
𝑖

× 𝑠𝑑(𝑇𝑖) 
(6) 

Where, T = number of the samples in split nodes, Ti = 

number of the new nodes created after splitting top nodes, 

based on the SDR index, 𝑠𝑑 = standard deviation, |Ti|/|T = 

criterion for the prediction error after splitting top node.  

If the value of the SDR index is less than 5%, the splitting 

process is finished (26).  Fig. 2 shows the methodology 

developed in this study for prediction of the maximum 

discharge rates. As demonstrated in Fig. 2, the M5 tree is 

trained with training samples that are generated by the 

simulation-optimization model. In each iteration, the error 

between the simulated and predicted values of the maximum 

discharge rate is computed. If the error is more than the 

threshold value of 0.072, the simulation–optimization model 

is operated for a new aquifer dimensions and the M5 tree 

retrained with the new samples. 

2. 4. Nonlinear-learning of ANFIS with M5 model 

tree 

Bootstrap aggregation or bagging is a novel approach for 

integration of many predictors to create a global model 

whose efficiency is better than individual predictors [27]. In 

this technique, the weighted average of the training function 

is resulted in canceling the variance of each model and 

enhance the performance of predictions. Considering many 

predictors applying simple linear regression, where the M 

dataset is to predict y applying input data (x). The outputs of 

the linear regression model in the bagging technique versus 

the single regression can be expressed as below: 

𝑦𝑅𝑆𝑀(𝑥) =  
1

𝑀
 ∑ 𝑦𝑚 (𝑥)

𝑀

𝑚=1

 (7) 

𝑦𝑚(𝑥) = ℎ (𝑥) +  𝑒𝑚 (𝑥) (8) 

Where, m = 1, . . . , M is number of dataset and h(x) the result 

of prediction by simple regression.  

A comparison of error between predicted and observed data 

for bagging (𝐸𝑏𝑎𝑔) and simple regression (𝐸𝑟) can be written 

as below [27]: 

𝐸𝑏𝑎𝑔 =
1

𝑀
 𝐸𝑟 (9) 

It can be indicated that the generated bagging error will not 

exceed the generated error of the single regression models. 

In this study, the bagging technique is extended to improve 

the performance of a set of decision tree. Additionally, the 

boosting technique [28] is used for combining the individual 

ANFIS and M5 tree models (see Fig. 3). In the boosting 

technique, each single predictor 𝑦𝑚 is trained applying 

weighted result of many dataset, where this weights w(m) 

are function of efficiency of each predictors. The training 

process is applied for each one of the predictor and finally, 

all in the model are integrated.  

 

F 

Fig. 2: The structure of M5MT tree 

Fig. 3: The structure of proposed model 
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3. Evaluation of prediction performance 

For the evaluation the efficiency of the hybrid model 

statistical indexes such as correlation coefficient and relative 

error statically Nash–Sutcliffe criterions are used.  

𝑅2 =  
𝐸0 − 𝐸

𝐸0

 × 100    (10) 

𝐸0 =  ∑(𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑋̅𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2

𝑖

     (11) 

𝐸 =  ∑(𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑋̂𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2

𝑖

 (12) 

𝑋̅𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 =  (∑ 𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

𝑛

𝑖=1

) /𝑛 
(13) 

where 𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = value of observed accident rate, 

𝑋̅𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  = average of predicted accident rate, 𝑋̂𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  = 

value of predicted accident rate and n is the number of 

samples.   

𝑅2 denotes the correlation coefficient and its value is 

between 0 and 1. Furthermore, the root mean squared error 

(RMSE) and the relative error (REm) are used for the 

evaluation of the error between the simulated and predicted 

samples. The REm criterion is an indicator of error between 

the maximum value of the simulated and predicted samples. 

𝑅𝑀𝑆𝐸 =  [
1

𝑛
∑(𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)

𝑛

𝑖=1

]

1
2

 
(14) 

𝑅𝐸𝑚 =  
(𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 −  𝑋̂𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)

𝑋𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

 × 100   (15) 

       

4. Case study 

This descriptive-analytical cross-sectional study was done 

during October and November 2017. All of the taxi drivers 

on the urban streets of Tehran were considered as a target 

population. A total number of 294 taxi drivers in 6 major taxi 

stations (located in the north, south, east, west and two at the 

center of Tehran) were chosen applying the proportional 

allocation sampling and a random systematic sampling was 

conducted on each one of the taxi stations. Among them, 259 

taxi drivers had fully completed the questionnaires. The 

study objectives were verbally explained to the participants 

via face-to-face interviews. They were assured that the 

gathered information would remain confidential and/or 

anonymous. The participants completed the questionnaires 

and returned them immediately after completion on site. 

Data collection tools included socio-demographic data 

questionnaires (age and educational level), history of 

physical disease (brain and cardiovascular diseases, liver 

and kidney diseases, gastrointestinal disease, and 

musculoskeletal disorder), disabilities, if they are smoking 

or not, and number of minutes of daily exercise. Also, the 

number of traffic crashes that they had during past few 

months were included in the questionnaire with the general 

health questionnaire (GHQ-12). 

The 12-item General Health Questionnaire (GHQ-12) 

which is the shortest version of this questionnaire (the 

original GHQ has 60 items), is a widely used screening 

instrument which was developed by Goldberg in the 1970s 

to assess the current mental health of individuals (29). Also, 

this version is used in many countries and languages [30]. 

Each item is rated on a four-point scale (less than usual, no 

more than usual, rather more than usual, or much more than 

usual), applying one of two most common scoring methods: 

dichotomous (0-0-1-1) or Likert type (0-1-2-3) (14). We 

used the Likert type scoring method which has ranges from 

0 to 36 that the minimum value (0) illustrates that the 

individual has no mental health problems and the maximum 

value indicated that a serious symptoms of mental health 

problem exists.   

5. Results and discussion 

The input parameters of hybrid model are including 

university degree (UD), smoking rate (SR), age (A), disease 

rate (DR) and exercise per week (EW). To implement 

decision tree applying dimensionless parameters, the 

efficient machine learning software WEKA [31] is 

employed. According to the lack of the training data, the 

hold out method is used to split the test data from the training 

data. The decision tree is trained with 70% of the obtained 

samples from the study area. The number of the tree 

parameters are determined by the trial and error procedure. 

The tree with low Nash–Sutcliffe error is applied for the 

prediction. The decision tree calculates the RMSE for each 

iteration and updates itself with the new samples generated 

by the ANFIS model. When RMSE is less than threshold 

value, the training process is stopped and parameters 

determined for current samples. The depth of the M5 tree 

and number of nodes for the prediction step are 2 and 4, 

respectively. In this study, the ANFIS algorithm used the 

fuzzy concept with membership functions [0, 1] and the 

Gaussian MF function. Fig. 4. Illustrates the range of the 

membership function (MF) parameters that needed for 

optimization before the training process. 

 

 Table. 3. Values of statistical index for proposed hybrid model  

 

 
Factor 𝑹𝟐 𝑹𝑬𝒎 𝑹𝑴𝑺𝑬 

PRM 0.65 -3.15 0.025 

𝑴𝟓 0.91 -1.8 0.012 

𝐀𝐍𝐅𝐈𝐒 0.88 -2.14 0.008 

Hybrid model  0.96 -1.52 0.006 
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Fig. 4: Auto-correlation function (ACF) of the samples for nonlinear learning of ANFIS models 

The linear equations generated by M5 tree for accident rate is presented below: 

LM1:   If A >38 and EW > 2   Then,     Accident rate = 0.0914 × (A) + 0.0012 (DR) – 0.5 

LM2:   If A >44 and EW > 3   Then,     Accident rate = 0.082 × (A) + 0.022 (EW) – 0.2 

LM3:   If A >55 and EW > 4   Then,     Accident rate = 0.0914 × (A) + 0.0012 (DR) + 0.0012 (SR) – 0.5 

 

As proposed by the LM1, when A >38 and EW > 2 (LM1), 

the predicted value of the accident rate is more effected by 

the age of drivers, and also DR and EW have low impact. 

Additionally, with increasing the DR value, the accident rate 

increases. In other words, for drivers which have the 

exercise rate more than 2 days per week the accident rate is 

influenced by the age value, while the LM2 proposes that for 

A >44, the accident rate has more impacted EW and age has 

negligible effect. Also, for A >55, the accident rate is 

influenced by SR and DR. This means that the effect of 

smoking for A >55 is critical. Interestingly, all relations 

indicate that the university degree has no effect on accident 

rate.  A quantitative judgment applying above mentioned 

statistical indexes is applied on the performance of four data 

driven models (PRM, ANFIS and M5) and the proposed 

bagging technique. The tendency to a linear equation 

between predicted and observed result is investigated in term 

of coefficient of determination (R). Additionally, the error 

between the predicted and observed data is evaluated 

applying the 𝑹𝑬𝒎 and RMSE indexes.  

The efficiency criteria for 200 training and 140 validation 

samples of the abovementioned algorithms is summarized in 

Table. 3. Result indicate that the value of R for three models 

ranged between 0.65 and 0.96. Also, the value of RMSE 

changed from 0.0061 to 0.025 for Hybrid and PRM methods 

respectively. Interestingly, the maximum and minimum 

correlation value among four approach is belonged to 

Hybrid model (0.96) and PRM (0.65) respectively. 

Moreover, the negative value of Bias 𝑅𝐸𝑚 for all methods 

show that this models underestimate the accident rate. 

Between four techniques to forecast accident rate, the 

Hybrid technique shows the lowest value of RMSE (27.01) 

and AIC (26.09). The poor performance of single ANFIS 

model can be attributed to large number of parameters used 

for training kernel function. The scatter plots of predicted 

accident rate by all approaches and the observed data are 

shown in Fig. 5. These plots comprise the goodness of fit 

between predicted an actual value of accident rate for test 

samples.

 

Fig. 5: Comparison of the results of ANFIS-PSO and M5 tree with observed test dataset 
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Fig. 6. (a) and (b) represents the results of prediction 

performance of Hybrid model for training (70%) and testing 

(30%) data respectively. In each part the mean and standard 

deviation for residuals, the RMSE and the differences 

between the targets and output of Hybrid model plotted for 

comparison.  

  
Fig. 6: Comparison between predicted and actual value of accident rate for different samples 

 

As shown in Fig. 6 for small values of accident rate, hybrid 

model can be trained with more training samples while, large 

values of accident rate show high correlation between 

simulated and predicted samples. Figs. 6 illustrate that the 

accident rate forecasted by the Hybrid model shows more 

similarities with the M5 results and generate less residual 

errors. To improve the generalization ability of Hybrid 

model, the different ensemble of the M5 tree was examined. 

Finally, better forecasting efficiency of Hybrid model than 

the ANFIS, PRM and M5 tree is verified in Fig. 5, which 

indicate the great learning ability of the nonlinear-learning 

method. Despite the non-significance of socio-economic 

variables, this study revealed an interesting result that 

numbers of minutes of daily exercise and general health play 

significant role in prediction of accident rate. The results of 

the Hybrid model and the M5 tree confirms that with 

increasing minutes of daily exercise and decreasing the 

mental health problems, the number of accident rate 

decreases among all taxi drivers. This findings in line with 

previous studies which indicated driving performance is 

affected by health related changes. Also, physical activity 

was shown to be a protection factor for hypertension among 

taxi drivers in Brazil, even considering the deleterious effect 

of time as a taxi driver. 

 

6. Conclusion 

In this study, a novel technique is developed for the 

prediction of traffic crashes among taxi drivers of Tehran. 

Additionally, to improve the generalization ability of a 

single data driven algorithm, a cluster of the ANFIS models 

with different nodes and hidden layers are implemented to 

extract the inherent relationship of traffic accident rates. The 

frequency of traffic crashes determined to be a good measure 

for studying traffic crashes and many attempts by different 

types of models conducted to understand the factors 

influencing traffic crashes. Result indicate that between four 

techniques (PRM, ANFIS, M5 and Hybrid) to forecast the 

accident rate, the Hybrid technique show the lowest value of 

RMSE (27.01) and AIC (26.09). The maximum and 

minimum correlation value among four approach is 

belonged to Hybrid (0.96) and PRM (0.65), respectively. 

The findings also showed that the Hybrid model could be 

effectively implemented in the accident frequency studies 

and the policy makers may simply make an intervention to 

encourage taxi drivers who spent a lot of their time on traffic, 

to easily can have exercise and to encourage them by various 

policy making to do more daily exercises. Therefore, daily 

exercise would not only bring wellbeing for them but also 

reduces the crashes risks. Also, improving mental health by 

providing training programs for taxi drivers, may result in 

less traffic crashes. Consequently, Taxi drivers are 

vulnerable to many risks and needs more attention. As 

proposed by the M5 tree relations, when age >38 and 

exercise per week > 2, the predicted value of accident rate is 

more effected by age of drivers, and the disease rate and 

exercise per week have low impact. It will be recommended 

that the future studies to consider the cultural approaches in 

additions of mental and physical health. Furthermore, 

previous study announces that the number of crashes in 

Tehran is different for different seasons of the year. 

Therefore, it is appropriate to implement the future studies 

for each one of the seasons and conclude based on the 

differences between seasonal trends. One has to be aware 

that the data of this study is based on the self-reported 

crashes and the results may be data specific. Moreover, the 

physical activity and general health may be influenced by 

age, educational level, income and other demographic 

variables that needs further investigation. Finally, this study 

focuses on the PDO, and the other types of traffic crashes 

need more investigations and the results may be different for 

those type of crashes. 
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