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Abstract: 

This paper analyzes freight production and attraction and their relationship with traffic analysis 

zone (TAZ) features. The effects of some parameters on the production and attraction of 

industrial, agricultural and livestock, food, and fruit and vegetable freight were evaluated using 

over 300 explanatory variables, i.e., land-use types, the numbers and areas of businesses, the 

characteristics of residents and employees, employment, land price, vehicle ownership per 

capita, and road network, and TAZ descriptors. The 2019 comprehensive master plan of Shiraz, 

Iran, in 325 TAZs was employed. A vehicle survey and roadside interviews were used to collect 

data in three cordons involving 143 stations. Vehicles of different types were counted in the 

vehicle survey, and the roadside interview forms included questions on the travel time, vehicle 

type, vehicle capacity, freight amount, freight type, and travel origin and destination. Then, the 

freight origin-destination (O-D) matrix was constructed. To evaluate the effects of variables on 

the production and attraction of industrial, agricultural and livestock, food, and fruit and 

vegetable freight using aggregated data in the TAZs of Shiraz, Iran, for different freight, 

modeling was performed based on minimizing the residual sum of squares, proposing a total of 

eight models. The adjusted coefficient of determinations (adjusted R2) was calculated to be 

larger than 0.55 for all eight models. In addition, the models were found to have root-mean-

square errors (RMSE) below 130. 

 

1. Introduction 

Today, urban traffic and increased urban trips remain a major 

concern in metropolises. It is important to cope with increased 

freight transport traffic as it raises traffic congestion and 

causes traffic conflicts and car accidents. It is useful to predict 

freight travel demands at local and regional scales to estimate 

traffic flows in specific paths and plan for developing efficient 

infrastructures in the future. Since freight and passenger trips 

typically use roads with a right of way, travel demand growth 

in freight transportation increases the general travel cost for 

not only freight transportation but also passengers. The 

general travel cost can be minimized by using systematic 

planning and developing efficient transportation 

infrastructures. Furthermore, it should be mentioned that  
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transportation is a fundamental requirement in society and 

plays a key role in the economy of a city. 

Problem awareness and understanding are the first step in 

planning. To obtain awareness of future travel demands, a 

comprehensive master plan (CMP) can be implemented by 

urban transportation planning organizations. Financial 

resource allocation and investment decision-making in 

transportation projects are often carried out based on CMPs. 

Also, the transportation demand should be coordinated with 

the available transportation capacity. Travel demand analysis 

in four-step modelling, including trip generation, trip 

distribution, modal split, and traffic assignment, is a major 

component of a CMP. However, four-step freight 

transportation modelling efforts have been rare in comparison 

to passenger transportation modelling in developing countries, 

particularly Iran, probably due to limited information sources, 

limited public access to freight transportation databases, 

unknown (and difficultly identifiable) variables, commodity 

diversity, and urban policy priorities. Therefore, the present 
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study seeks to model freight production and attraction to help 

quantitatively understand freight transport demand in Shiraz, 

Iran. 

Freight transportation demand models are more complex than 

passenger travel demand models. Freight travel demand is 

dependent on numerous factors, and each freight type has 

different demand factors from other freight. Therefore, the 

separate modelling of each freight type is an important step in 

freight transportation demand modelling. The modelling of 

freight demand is a very complicated process due to a variety 

of unknown and difficultly identifiable and measurable 

variables, even after the classification of models. However, 

freight transportation importance for the efficient performance 

of an urban transportation system is gradually appreciated 

(Patil et al., 2021). The separate modelling of different freight 

types has not been studied in Iran. 

It is necessary to determine the transported freight amount in 

each traffic analysis zone (TAZ) of an urban area in order to 

evaluate the effects of regional urban policies in terms of 

congestion and air pollution. Therefore, this study measures 

the effects of influential factors on the production and 

attraction of industrial, agricultural and livestock, food, and 

fruit and vegetable freight using aggregated data in TAZs of 

Shiraz for different freight types through multiple regression. 

In other words, this paper seeks to identify the relationship 

between urban features and freight production and attraction. 

The present study mainly aims to construct freight production 

and attraction models by considering freight differences.  

Considering the differences between the present research and 

previous researches, these cases can be mentioned. Previous 

studies developed models with only one or two independent 

variables or small fit indices. The present study developed 

models based on 325 observations (many more than earlier 

works). In general, the present work employed many more 

measured quantitative explanatory variables to tackle the 

shortcomings of previous works that relied on descriptive 

datasets, few data points, or extrapolating data from complex 

quantitative models. Moreover, the proposed models utilized 

aggregated data of TAZs, unlike most previous studies. Also, 

a freight production and attraction model may estimate the 

freight demand based on the number of freight vehicles or 

freight weight (tons). The former is known as freight trip 

generation (FTG), while the latter is referred to as freight 

generation (FG). Since a systematic method of monitoring 

commodity flow is lacking in Iran, planners and policymakers 

can exploit the proposed FG model in urban transportation 

planning and transportation strategy development. 

One of the results of this research, which is the estimate of the 

amount of freight production and attraction by the type of 

freight at the level of traffic analysis zone, can be used to plan 

the development of urban and infrastructure in the year of the 

plan horizon. Also, because currently, due to the problems and 

limitations mentioned in the previous paragraphs, city 

managers use estimation methods to estimate the amount of 

freight in the coming years. Therefore, the developed models 

of freight production and attraction in this article can help to 

accurately estimate the amount of freight in the coming years 

based on scientific forecasting and as a result, accurate 

planning for the development of the necessary infrastructure. 

Another result of this research is the knowledge of the 

influential variables and the degree of influence of each of 

them on the freight production and attraction, which can lead 

city managers to make better decisions regarding the 

allocation of budget in each of the sectors with accurate 

knowledge need to have. In this way, the waste of urban 

budget as a result of allocating budget to unnecessary things 

or not allocating budget to needed things is avoided so that 

urban development has a correct and fast process. This item is 

of great value considering the budget constraints. 

It should be noted that this article has five parts. The first part 

deals with the introduction of the article and the second part 

reviews the literature of the subject area. The third part 

introduces the methodology, including the introduction of the 

study area, the method of gathering and data collection, the 

type of variables used in the model and the method of data 

processing, modelling method and statistical tests. The fourth 

part, by conducting statistical tests and checking the 

establishment of regression assumptions, presents the results 

of modelling and discussion regarding the outputs of the 

model. And in the fifth section, a summary has been made and 

the results of the current research have been compared with 

the results of other researches in the subject area. 

 

2. Literature review 

Since this article intends to examine the influential variables 

and their impact on freight production and attraction using 

modeling, it has been reviewed the research literature in 

several sections. The first part reviews the advantages and 

disadvantages of the classification model in terms of the type 

of freight and city zoning and refers to relevant researches. In 

the second part, in the second part, the difference between the 

models in terms of modeling of the estimation of the number 

of freight vehicles or freight weight is discussed. In the third 

part, many researches have been investigated in order to be 

aware of all the variables affecting the amount of production 

and load absorption, so that if possible, they can be used in 

this article. In the fourth part, the way of modeling in 

researches with the same purpose as the current research has 

been investigated. 

Freight transportation production models are in their infancy 

in many developing countries, including Iran. A number of 

studies have been recently conducted in India [1] [2] [3], 

Ecuador [4], and Turkey [5], and the freight transportation 

structure differences of such countries from developed 

countries were mentioned [4] [6]. The presence of various 
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industrial sectors and stakeholders and a shortage of 

quantitatively measurable criteria are explanations for the 

lower development of freight models than passenger models 

[7]. The development of a freight transportation model in 

several layers, each representing a particular type of industrial 

commodities or an industrial freight production sector, is an 

approach to tackle these challenges [8]. The modeling domain 

is restricted to industrial sectors to better understand demand 

production by particular sectors, their relationships, and 

planning areas [9]. Particular models of an industry can be 

separately employed using such layered approaches to 

investigate policies and the operation of the industry or to 

estimate the production and attraction of the freight in a city, 

province, or country. A number of freight transportation 

demand modeling studies reported that models developed 

based on industrial classification systems [5] outperformed 

those developed using land-use classes [1] [10] [11]. 

Moreover, some studies zoned the city for the spatial analysis 

of freight transportation demand [12].  

As mentioned, freight production and attraction can be 

modeled by estimating freight weights (FG) or the number of 

freight vehicle trips (FTG) [13] [14] [15]. However, a number 

of researchers suggested that FG models were more efficient 

and effective than FTG models due to the direct dependence 

of business size variables (e.g., employment) on the 

commodity production and attraction scale, while FTG 

models are influenced by logistic strategies and decisions [13]. 

In light of using industry classification, FG models are more 

likely to be a better representative than FTG models for freight 

transportation description [16]. FTG models are generally 

utilized to indicate traffic consequences of transportation 

flows in a city, while FG models are employed to design and 

evaluate infrastructural transportation plans[5]. Moreover, FG 

models can be considered for realizing and measuring the 

transportation demands of major centers in terms of fleet 

vehicle types and capacities to transport the produced freight 

[17].  

As mentioned, freight demand models typically use 

classification systems to classify institutions into assumed 

groups of homogenous patterns in freight production (FP) and 

freight trip production (FTP). Although such classification 

systems are an appealing and popular concept, the assumption 

of homogeneity in industrial classification has a reduction 

nature. Pani and Sahu evaluated this assumption and 

investigated the feasibility of data-based segmentation by 

measuring relationships between FP and FTP patterns and 

common classes. They created homogenous ensembles of 

posterior segmentations via aggregation. The alternative 

segmentation schemes were compared in the prediction of FP 

and FTP. Industrial classification systems (NAICS and ISIC) 

were found to significantly outperform product classification 

systems (ASICC). Furthermore, it was observed that a 

significant portion of diversity in FTP was independent of 

employment due to the fundamental effect of the freight size, 

and another segmentation scheme considering the freight size 

might be an effective middle ground to develop both FTP and 

FP models in transportation demand models [18]. As a result, 

researchers modeled only specific types of freight. Dhulipala 

and Patil modeled agricultural freight [19]. Diaz studied 

freight demand models in food and residential institutions 

[20]. Fliu and Pela analyzed the relationship between 

shopping trips and freight production in urban areas [21]. 

Furthermore, researchers focused on modeling retail malls 

freight in Singapore .[22] 

A review of the literature indicates that previous studies 

investigated parameters such as the freight production and 

attraction center size using a variety of variables, e.g., the 

number of employees [3] [17] [23] [24], the number of 

customers [11], area [1] [23] [25] [26] [27], sales[28], business 

age and size [29], days of the week [25], industry type [30], 

the number of parking spaces [28], vehicle ownership, and 

economic variables (such as gross domestic product) [28]. A 

number of studies incorporated explanatory variables into 

FTG models, including the number of residents [31], 

employed population [2], and the number of trucks in each 

TAZ. Many researchers investigated several relationships 

between freight delivery and variables such as employment, 

location, and industry type (e.g., Ambrosini et al. [13] [23] 

[32]. Alho and Silva suggested that employment and area were 

the most important explanatory variables since their data could 

be used by planners and experts to further calibrate, estimate, 

and infer models [23]. However, the descriptive power of 

employment and area significantly varies, depending on 

whether an FG or an FTG model is implemented [32]. Jaller 

et al. reported employment-based FTG models to outperform 

area-based FTG models in the industrial sectors of New York 

[26]. This finding is consistent with Holgovin et al. [13]. They 

showed that land availability for facilities as a constraint acted 

as input for economic processes. Therefore, it restricts the 

ground floor net area to describe institution-generated freight. 

However, a comparative evaluation of employment and area 

in predictive power remains to be performed on FG models. 

Lavsen et al. [10] and Sanchez-Diaz et al. [17] studied other 

variables, including land use and location. McLeod et al. 

argued that commodity production and transportation patterns 

were not efficiently understood by planners and policymakers 

responsible for making complicated, strategic decisions on 

land use and transportation planning [33]. In the absence of 

detailed planning evidence, they may rely on little or 

descriptive data provided and extrapolated through complex 

quantitative models. Unfortunately, the outputs of predictive 

models may fail to completely agree with observations. Such 

models cannot predict complicated, long-term phenomena that 

may be generated alternatingly and disrupt commodity 

movement patterns. These researchers highlight a wider set of 

freight production factors, including demand factors such as 
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land-use and corporate strategy changes [33]. Gonzalez-Feliu 

and Sánchez-Díaz studied the impacts of the aggregation level 

and category construction on the quality and relevance of FTG 

models [34]. They proposed a technique to compare constant 

generations and functional form models based on various 

classifications and estimating the mean average percentage 

error (MAPE). They evaluated functional forms using linear 

regression and compared them by the Pearson correlation 

coefficient. It was found that the aggregation level would not 

necessarily have a positive impact on the accuracy of an FTG 

model, and the optimal functional form improves model 

accuracy. Bakshi et al. investigated the effects of land use on 

freight transportation in New Delhi, India [35]. Boarnet et al. 

explored the effects of multi-center urban development 

patterns on freight transportation activity [36]. 

The ordinary least square (OLS) method is an efficient 

statistical approach to evaluate the contributions of 

independent variables, and models have been mostly 

developed using OLS based on trip estimation [13], [19], [23], 

[25], [37], [38], [39], [40]. Studies have applied OLS as one 

of the most efficient models [41]. OLS was employed in many 

vehicle-based models [42] [38] [43]. These models calculate 

the origin-destination (O-D) matrix directly based on 

commodity flows in different industrial sectors. Also, multiple 

classification analysis (MCA) is used in freight production 

and attraction models. Alho and de Abreu e Silva [23] 

employed MCA. However, earlier works mentioned that 

MCA does not impose a functional form and freely changes 

MCA parameters in independent variable intervals [10]. 

Adaptive analysis indicated that MCA had slightly higher 

performance than regression models in the estimation of 

freight trip attraction; however, there were differences, 

considering the overall error [32].Compared to recent interest 

in searching for more flexible models such as MCA [44] [45], 

it remains yet to be clarified whether MCA is as efficient as 

regression models to be estimated based on FG.  

Except for FM model estimations, the geographical analysis 

of parameters has the same importance since freight 

transportation is very sensitive to transportation costs [46]. 

Thus, the location features of freight production and attraction 

centers (e.g., closeness to seaports) lead to a change in 

business transactions and thus a change in FG patterns. As a 

result, variables that record locations, even if approximately, 

play a key role in freight transportation demand modeling 

[17]. For example, facilities that are located near a large 

interstate highway and can exploit geographical advantages to 

promote their business and have higher access to customers 

are likely to result in the generation of more transportation 

orders than an institution located far from a highway. The 

statistical importance analysis of such variables enables a 

method for evaluating the geographical stability of FG models 

[47]. The literature suggests that FG patterns differ in different 

zones, and a significant difference in FG often occurs in a state 

[44]. Therefore, national models or models constructed in an 

adjacent zone may induce significant errors in FG estimation. 

Apart from the main calculation methods such as multiple 

regression, other techniques have been adopted in freight 

transportation modeling, including Poisson regression models 

[48], zero-inflated negative binomial models and maximum 

likelihood estimator (MLE) [49], spatial econometric 

techniques such as the spatially lagged X (SLX) model, spatial 

Durbin model (SDM), and spatial Durbin error model 

(SDEM) [50], least squares techniques in two steps and 

instrumental variables, Monte Carlo method, and spatial 

autoregressive (SAR) models [51], artificial intelligence 

networks (ANNs) [52], generalized additive modeling (GAM) 

[21], conditional freight trip generation [53], time series [54], 

ordinal logit model [23], and machine learning (ML) [2].  

The authors found that no FG model was available to evaluate 

transportation demands for different freight types in Iranian 

cities – or at least such models were so rare that the authors 

were not able to find one. Hence, it is crucial to model FG for 

different types of freight to obtain comprehensive insights into 

freight transportation in urban areas in Iran.   

According to the literature review, in this article, the models 

will be made according to the type of freight and traffic zoning 

of the study area. The area of each of the conducted zoning 

units has a smaller size compared to other studies, and 

increasing the number of zoning units will increase the 

accuracy of the models. Also, according to the literature, the 

available information and the purpose of the research, in this 

article, the freight weight estimation model is used. Also, 

based on the recognition of effective variables from previous 

researches, necessary data and information will be collected 

and compiled. In each of the models, this article has used a 

larger number of significant variables compared to previous 

studies, so it has achieved a better fit. On the other hand, 

according to the literature review, the authors decided to use 

the multiple regression method due to the presentation of a 

functional model that can be used practically and to 

understand the extraction of the effect of each variable. 

Because some types of models are similar to a black box 

despite benefiting from a good fit and lack the value of 

understanding the relationship between variables. In this 

article, considering that four-step freight transportation 

modelling is rarely done in Iran, It was tried to strengthen the 

understanding of the relationships between the influencing 

variables by identifying more influential variables and using 

them in the multiple regression model in addition to the 

comprehensiveness of the study. 

 

3. Methodology 

Despite several transportation modeling approaches in the 

literature, it can be said that the selection of a modeling 

method is dependent on data availability and modeling 
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objective. Considering the data quality of Shiraz, the present 

study adopted an FG model based on freight production and 

attraction for different TAZs and different freight types, 

including industrial, agricultural and livestock, fruit and 

vegetables, and food.  

Shiraz is the capital city of Fars Province, Iran. It is located at 

29.37° N-52.32°E, 919 km sought of Tehran. Shiraz occupies 

an area of 193 km2 and has a population of 1,527,149 (8,160 

per km2) at an elevation of 1484 m in the Zagros Mountains. 

It has a moderate climate. Expansion limitations in the north 

and sought have led to physical expansion eastward and 

westward in Shiraz. The Shiraz Municipality has 11 districts. 

The data of the dependent variables, including the production 

and attraction of industrial, agricultural and livestock, fruit and 

vegetable, and food freight, were obtained using vehicle 

surveying and roadside interviews in three cordons and five 

major freight production and attraction centers in the 

transportation CMP of Shiraz. The first cordon included portal 

information (a total of six portals), while the second and third 

cordons included 121 vehicle count stations and 43 interview 

stations in the incoming and outgoing lanes, respectively. The 

same procedure was implemented in the five major freight 

production and attraction centers of Shiraz, including Cargo 

Terminal, Shiraz Central Fruit and Vegetable Market, Shiraz 

Industrial Town, Shiraz Special Economic Zone, and 

Merchants Complex, as shown in Fig.  1. 

 
Fig.  1: Roadside survey stations 

Different types of vehicles were separately counted in the 

vehicle survey. Moreover, the travel time, vehicle type, 

vehicle capacity, freight amount, freight type, travel origin, 

and travel destination, were inquired in the roadside interview 

forms. The data were collected in a 24-hour period from over 

2,000 interviewees and traffic cameras of the Shiraz 

Municipality. The O-D matrix was built by aggregating the 

data. The travel data were introduced in the form of a matrix 

to EMME. Then, the O-D matrix was calibrated using screen 

lines and singular points, as shown in Fig.  2.  

 

 
Fig.  2: Screen Lines 

Additionally, the data of the explanatory (independent) 

variables were obtained using information from other 

organizations in Shiraz. It should be noted that such 

information were validated and digitized. Furthermore, since 

the model would be processed at the TAZ level, the data of the 

independent and dependent variables in 325 TAZs of Shiraz 

were aggregated to obtain 325 observations in the construction 

of each model. This phase was implemented by introducing 

the spatial data of all the variables in different layers and TAZs 

to ArcGIS Fig.  3 and Fig.  4  illustrates the aggregated data of 

some independent variables and Fig.  5 illustrates the Freight 

production and attraction of fruit and vegetable commodities.  

 

 
Fig.  3: Existing population and Estimated population 
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Fig.  4: Number of fruit and vegetable shops 

 

 

 

 

Fig.  5: Freight production and attraction of fruit and vegetable 

commodities 

The model variables included the areas and peripheries of 

TAZs, the number and areas of warehouses, population, 

population pyramid, gender, employment, education, vehicle 

ownership, the number of home-based and non-home-based 

non-freight trips, the number of non-freight trips for different 

trip purposes, the number of car parking spaces, land price, 

location in the central business district, 36 land-use types, and 

87 business groups in the 325 TAZs of Shiraz. As mentioned, 

the CMP of Shiraz divides the city into 325 TAZs, and the 

present study exploited the aggregated data of the TAZs. Fig.  

6 depicts the TAZs. 

 
Fig.  6: Traffic analysis district and traffic analysis zone 

This study developed freight production and attraction 

equations in the TAZs of Shiraz based on multivariate 

regression modeling using different databases. OLS methods 

were employed to process the model in RStudio.  

First, the variables with reasonable causal relationships with 

the production and attraction of the freight types or discussed 

in previous studies were reviewed. To understand the 

extracted variables and their relationships with the dependent 

variables (estimating a suitable functional form), the scatter 

plot of the data was employed. Then, based on the functional 

form, a bivariate regression model of each variable and the 

dependent variable was developed. The insignificant variables 

at a confidence level of 95% would be excluded from 

modeling to avoid biased parameters and increased variance. 

Dummy variables were employed in the model to use 

descriptive and nominal data (e.g., TAZ location in the central 

business district) in modeling.  

Once the significant independent variables had been identified 

for each dependent variable (freight production and freight 

attraction), linear multiple regression modeling was carried 

out. A large number of variables were tested in the 

construction of each model. The variables that were 

insignificant at a confidence level of 95% or had small effects 

on the dependent variable were excluded. Furthermore, 

independent variables that had good collinearity with the 

dependent variable but their combination with each other or 

with other variables led to insufficient fitness due to 

conceptual similarity or collinearity or led to insignificant 

were also excluded. Intensive collinearity reduces estimation 

accuracy. The correlation matrix was constructed and 

investigated to ensure that intensive collinearity would not 

occur. In each model, variables with correlations below 0.3 

were employed. 

Once the candidate variables and functional forms had been 

selected, modeling was carried out using different 

combinations of the candidate variables. Several qualified 

models were processed to construct each freight production 

and attraction model. However, the best model of each group 

is reported. Concerning the functional forms, it should be 



 
S. Ghaemi and M. Hadji Hoseinlo.                                                   Numerical Methods in Civil Engineering, 7-3 (2023) 66-77 

72 

 

noted that functional forms of higher complexity were found 

to have higher fitness, but they were not employed since the 

authors aimed to provide a simple, applicable, and 

comprehensible representation of the effect of each 

independent variable on the dependent variable. The present 

study employed linear, polynomial, logarithmic, and 

exponential functions to obtain the highest fitness. In the case 

of similar fitness values under different functional forms, the 

simpler function would be selected. However, the function of 

higher complexity was utilized whenever the simpler function 

led to almost the same fitness as the complex one but could 

not meet the third assumption. 

 

4. Results and discussion 

To realize the effects of influential variables on the production 

and attraction of industrial, agricultural and livestock, fruit and 

vegetable, and food freight using aggregated data of TAZs in 

Shiraz, mean squared error (MSE) minimization was used. To 

fit the model by minimizing MSE, six assumptions were 

evaluated, including (1) a linear model in terms of parameters, 

(2) randomness of samples, (3) a zero mean of residuals, (4) 

non-collinear independent variables, (5) homoscedasticity, 

and (6) the normality of error terms. It should be noted that the 

assumptions of the regression models using MSE 

minimization were evaluated before and after model 

processing. A number of assumptions could be evaluated 

before processing the model, while some others should be 

considered to be the case to process the model and validate the 

assumptions. The models that are found not to meet the 

assumptions during the process are excluded.  

The first assumption is model linearity in parameters. The 

models were found to be linear in parameters, meeting the first 

assumption. As mentioned, the data were obtained from the 

transportation CMP of Shiraz, and sample randomness 

measures were implemented. Therefore, random sampling 

was performed, meeting the second assumption. The other 

assumptions were evaluated after model processing. 

Concerning the third assumption, it should be mentioned that 

a zero conditional mean may be violated due to, for example, 

the non-incorporation of one or more necessary variables, the 

addition of irrelevant variables, the selection of an unsuitable 

functional form, variable measurement errors, and wrong 

statistical assumptions of the disturbance term (e.g., additive 

rather ran multiplicative). This study evaluated the suitable 

functional form. The present work tested the functional forms 

of the models using the Ramsey regression equation 

specification error test (RESET), as shown in Table 3. The 

third assumption is met in all the reported models. 

The fourth assumption refers to the lack of complete 

collinearity between the independent variables. Many indices 

are available to detect multicollinearity. The present study 

adopted auxiliary regression to investigate the collinearity of 

a variable with a combination of other variables. The 

correlation coefficients of the auxiliary regressions were 

found to be small. Thus, it can be said that the models had no 

complete collinearity and met the fourth assumption. 

The fifth assumption was homoscedasticity. 

Homoscedasticity was examined by subjective and objective 

tests. The graphical method is a common subjective test. It 

plots the squared estimated residuals versus the dependent 

variable. To meet homoscedasticity, the variation of the 

dependent variable is required to have no structured 

association with the squared estimated residuals. This was the 

case with the models. For example, Fig.  7 represents the 

graphical plot of the food freight production model. 

 
Fig.  7: The diagram of the square estimated residuals versus the 

estimated dependent variable 

However, homoscedasticity cannot be firmly ensured using 

the graphical method. Thus, the Breusch-Pagan (BP) and 

White tests were utilized. The BP and LM values were 

compared to the critical value (77.93), and the null hypothesis 

(homoscedasticity) was not rejected. Therefore, it can be said 

that the fifth is met. However, even if this assumption was 

violated, the estimators would be still unbiased but would no 

longer be the best linear unbiased estimator (BLUE) and have 

the lowest variance.  

Many tests could be used to investigate the sixth assumption, 

i.e., normality. As with the fifth assumption, the sixth 

assumption was examined in subjective and objective phases. 

The histogram of the residual is a subjective test. It can be 

compared to the histogram of the normal distribution. The 

histogram of the residual was plotted for all the models. It was 

observed that most histograms had slight differences from the 

normal distribution. The Q-Q plot is another subjective 

method. The distribution of residuals can be claimed to be 

normal when the residuals are situated around the bisector of 

the first quadrant. Both plots were developed for the eight 

models. Fig.  8 and Fig.  9 show the plots of the food freight 

production model. As can be seen, the two plot methods did 
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not reject the assumption of a normal distribution of residuals 

for the models. 

Moreover, the Shapiro-Wilk and Jarque-Bera tests were 

employed to evaluate the sixth assumption. The Shapiro-Wilk 

test has the highest detection power and is based on a 

regression relation or correlation analysis between 

explanatory variables and their expected values [55]. Also, the 

Shapiro-Wilk test is very sensitive to outliers. The null 

hypothesis of the Shapiro-Wilk test is normal population 

distribution. It is often used when data points are fewer than 

5,000. The proposed model involved 325 observations. The p-

value was calculated, revealing that the error terms had a 

normal distribution. Concerning the Jarque-Bera test, it should 

be noted that the null hypothesis is a normal distribution of the 

disturbance term, and disturbance term normality is proved 

when the null hypothesis is demonstrated not to be rejected.  

 
Fig.  8: Histogram of residual of food freight production model 

 
Fig.  9: Q-Q plot for food freight production model 

The Jarque-Bera function has a chi-squared distribution with 

two degrees of freedom [41]. The critical Jarque-Bera value is 

5.99, based on the number of observations in the processed 

models. The null hypothesis (i.e., a normal disturbance term 

distribution) is rejected if the Jarque-Bera value is larger than 

5.99 [41]. As a result, a normal distribution of the disturbance 

term requires the Jarque-Bera value not to be significant. 

Based on the calculated chi-squared, the null hypothesis is not 

rejected, and it is inferred that the distribution of residuals is 

normal. This is consistent with the previous tests. The normal 

distribution of residuals (i.e., the sixth assumption) is not 

solid, and it is recommended that the maximum likelihood 

estimation (MLE) method be adopted for models with a 

quantitative normal distribution. Table 1 represents the 

assumption testing results. As can be seen, all six assumptions 

were found to be met in the models. 

 

Table 1: The assumption testing results 

Normality Homoscedasticity No Perfect Multi 

Collinearity 

(Axillary 

Regressions) 

Zero Conditional 

Mean 

(Ramsey's RESET 

Test) 

Random 

Sampling 

Linear in 

Parameters 
Model Jarque - 

Bera  

Shapiro-

Wilk 
White 

Breusch

-Pagan 

1.6 0.02 1.4 2.7 O.K. 0.0 O.K. O.K. Oindus 

5.6 0.04 10.1 15.2 O.K. 3.0 O.K. O.K. Dindus 

5.1 0.03 5.0 67.7 O.K. 8.8 O.K. O.K. Olivagr 

5.9 0.04 60.3 2.7 O.K. 2.0 O.K. O.K. Dlivagr 

5.1 0.03 0.0 0.0 O.K. 0.1 O.K. O.K. OFru 

4.5 0.03 0.1 0.0 O.K. 0.1 O.K. O.K. DFru 

2.9 0.02 5.2 17.4 O.K. 6.0 O.K. O.K. OFdst 

2.9 0.02 0.1 4.3 O.K. 4.8 O.K. O.K. DFdst 

 

Table 2 shows the processed models of the production and 

attraction of industrial, agricultural and livestock, fruit and 

vegetable, and food freight. The numbers within parentheses  

represent the corresponding Student’s t-value. The adjusted 

index of fit, F-value, and root-mean-square error (RMSE) 

are also reported. 
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Table 2: The estimated models 

F & 

RMSE 
𝑹𝒂𝒅𝒋
𝟐  Attraction F & RMSE 𝑹𝒂𝒅𝒋

𝟐  Production Model 

F= 406.9 

0.71 

30.2 + 1059.2𝑇𝑃23
2 + 1.7√𝑇𝑜𝑙 F= 133.2 

0.55 

9.8 + 2.1√Countgld + 127.2TP31
2

+ 791.8𝐷𝐼𝑇 
indus 

RMSE=37.6                           (12.2)      (28.1)                    

(4.6)     RMSE=41.0 (1.8)  (3.9)                      (3.0)             

(19.1) 

F= 117.7 

0.59 

4.6 + 6.0𝑁𝑂𝐻𝐶𝑆 + 0.29𝑀𝑒𝑟𝑐 + 109.5𝑆𝑙 + 5.2𝑒
− 17 𝑒𝑥𝑝(𝑁𝐷𝐻𝑉𝑆) F= 140.7 

0.64 

1.6 + 0.09𝐷𝐻𝑉𝑆 + 5.4𝑁𝑂𝐻𝐶𝑆
+ 0.006𝑇𝑃37
+ 2.64𝑇𝑜𝑥 livagr 

RMSE=11.4    (7.1)  (14.5)             (8.9)             (9.6)                            

(9.8)  RMSE=24.9 (2.1)  (14.9)               (11.8)             

(4.5) (10.5) 
F= 72000 

0.98 
9.9 + 0.1𝐹𝑟𝑢 F= 16000 

0.98 
8.2 + 0.1𝐹𝑟𝑢v 

Fru 
RMSE=14.2                                        (12.6)  (268.3) RMSE=28.1                           (5.2)  (126.8) 

F= 165.3 

0.60 

28.1+274𝑊ℎ𝑠𝑎𝑙3+0.18NDET +547.0DSP F= 547.7 

0.84 

8.3+0.34DHVS+0.018SALM 

+848.3DSP 
Fdst 

RMSE=36.8    (12.4)  (7.4)           (2.8)             (20.8) RMSE=127.8    (2.1)  (13.0)           (2.7)             

(21.2) 
 

Table 3: Defines the variables used in the freight production and attraction models. 

variable Variable definition variable Variable definition variable Variable definition 

indus industrial livagr agricultural and livestock Fru fruit and vegetable 

countgld 
the total number of 

businesses 
DHVS 

home-based van taxies in 

the destination 
Fruv 

the number of fruit and vegetable 

vendors 

𝑻𝑷𝟑𝟏 

the area of combined 
residential, business, and 

workshop land-use 
NOHCS 

the number of non-home-
based taxies in the origin, 

Fdst food freight 

DIT 
the district of industrial town-

Dummy variable (TAZ 
315=1 , etc=0) 

𝑻𝑷𝟑𝟕 the origin, river area SALM 
the number of in-site vendors and 

workmen 

𝑻𝑷𝟐𝟑 the area of industrial land-use Tox 
the number of fertilizer 

stores 
DSP 

dummy variable DSP (Shiraz 
Industrial Town and Merchants 

Complex)- (TAZ 117,315=1 , etc=0) 

Tol 
the number of ironmongery 

and tools stores 
Merc 

the number of 

slaughterhouses 
Whsal 

The number of food distributors and 

wholesalers 

NDHVS 
and the number of non-home-
based van taxies in the origin 

SL 
the number of grain 

depots 
NDET 

the number of non-home-based trips 
for shopping 

As can be seen, the total number of businesses, the area of 

combined residential, business, and workshop land-use, and 

the district of industrial town (DIT) were found to affect the 

production of industrial freight, and the adjusted-R2 was 

calculated to be 0.55. However, different independent 

variables influence the attraction of industrial freight, 

including the area of industrial land-use and the number of 

ironmongery and tools stores. The coefficient of 

determination was estimated to be 0.71 for the industrial 

freight attraction model. Considering the t-values, the 

industrial freight production and attraction models are both 

significant at a confidence level of 99%. 

It was found that the number of home-based van taxies in the 

destination, the number of non-home-based taxies in the 

origin, river area, and the number of fertilizer stores 

explained 64% of the average variation of agricultural and 

livestock freight production. Moreover, the number of non-

home-based taxies in the travel origin, the number of 

slaughterhouses, the number of grain depots, and the number 

of non-home-based van taxies in the origin explained 59% 

of the average variation in agricultural and livestock freight 

attraction. The variables relating to the number of ride 

services are a proxy variable of the number of agricultural 

and livestock product workers (e.g., farmers). 

The fruit and vegetable freight production and attraction 

models shared the independent variable of “the number of 

fruit and vegetable vendors,” and both models had a fit index 

of 0.98. The fit indices of these two models are larger than 

those of the other six models partially as the distribution and 

sales centers of fruit and vegetables are more specialized 

than those of the other types of freight. In other words, fruit 

and vegetables are distributed in fruit and vegetable markets 

and sold to the end consumers in stores. The distribution and 

sales centers of industrial freight are very diverse. 

It was found that food freight production was dependent on 

the number of home-based van taxies in the destination, the 

number of in-site vendors and workmen, and dummy 

variable DSP (Shiraz Industrial Town and Merchants 

Complex), with an adjusted R2 of 0.84. The number of food 

distributors and wholesalers, the number of non-home-based 

trips for shopping, and DSP were observed to influence food 

freight attraction, and the model was calculated to have an 
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adjusted R2 of 0.60. The coefficient of dummy variable DSP 

indicates that the two TAZs involving the Shiraz Industrial 

Town and Merchants Complex had much larger 

contributions than the other zones to food freight production 

and attraction due to the concentration of numerous food 

production and packing centers in the Shiraz Industrial 

Town and large food stores in the Merchants Complex. To 

explain the larger fit index of food freight production than 

that of food freight attraction, it can be said that food freight 

is produced in wholesale centers, which are mostly found in 

a few zones of Shiraz, while food freight is attracted to many 

more small retail stores across Shiraz  

All eight models had small constants compared to the mean 

of the dependent variables. The f-values and p-values of all 

the models are significant (at a confidence level of 99%). 

Also, all the models were calculated to have small RMSE 

values, suggesting the satisfactory fit of the models. 

Furthermore, the models can be claimed to have satisfactory 

adjusted coefficients of determination since freight 

production and attraction models have small coefficients of 

determination due to the nature, dynamism, and diversity of 

transported commodities in urban areas (Patil et al., 2021( 

[1]. However, case study results may differ in different 

cities, depending on data availability. 

 

5. Conclusion 

The present study exploited data from the transportation 

CMP of Shiraz to construct eight linear multivariate 

regression models. The factors impacting the production and 

attraction of industrial, agricultural and livestock, fruit and 

vegetable, and food freight were explored using aggregated 

data of TAZs using multiple regression in Shiraz. The 

proposed eight models introduced new factors impacting 

freight production and attraction. 

Previous studies developed models with only one or two 

independent variables or small fit indices. The present study 

developed models based on 325 observations (many more 

than earlier works). In general, the present work employed 

many more measured quantitative explanatory variables to 

tackle the shortcomings of previous works that relied on 

descriptive datasets, few data points, or extrapolating data 

from complex quantitative models.  

Since freight transportation is dependent on transportation 

costs, the use of location-representing variables was 

expected to improve FG modeling. For example, a factor in 

the TAZ containing the Shiraz Industrial Town would have 

different behavior in freight production and attraction due to 

higher customer access and business promotion than an 

institution outside this zone. Therefore, the present study 

used dummy variables of the Shiraz Industrial Town and 

Merchants Complex zones.  

Moreover, the proposed models utilized aggregated data of 

TAZs, unlike most previous studies. This might have been 

due to the unavailability and monitoring of spatial data in 

developing countries. The present study exploited data of 

over 300 variables in 325 TAZs.  

Considering a lack of consensus on the functional form of 

explanatory variables and their effects on freight production 

and attraction, the present study examined many functional 

forms of each variable to identify the best functional form of 

each variable based on the available data, association with 

the other variables, OLS assumptions, and model fitness.  
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