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Abstract:

Today, one of the most important engineering requirements is to ensure optimal design with best possible seismic performance of structures. To this end, the present paper aims to apply the optimization process for the design of the through-bolt steel beam connection to the concrete-filled steel tube (CFST) column reinforced with rib plates. This study employs a multi-level cross-entropy optimizer (MCEO) algorithm along with response surface method (RSM) and finite element method (FEM) to establish the objective functions and constraints. The variables considered are the rib plate geometry and the steel and concrete strength parameters. In order to overcome problems, optimization is performed to increase the load-bearing capacity of the connection and to satisfy the constraints. Adopting this smart solution eliminates the need to connect finite elements for loop optimization and provides an explicit function for system performance. The results show that a very accurate analytical model can be developed to describe system performance using this process. This solution can optimize the performance of several systems that require a large amount of analysis and solve a wide range of structural optimization problems.

1. Introduction

The safety of the occupants is of great importance in the design of structures, considering the seismic forces that result in financial losses and undesirably affect the performance of the structures [1, 2, 3]. On the other hand, both safety and economy should be considered in the design of the structures. Structural safety is always the main concern that an engineer should take into account, while economic design should also be considered by relying on the optimization problem [4]. Several design variables can be considered in the formulation of the optimization problem [5, 6]. The structural optimization problems can be divided into three open research areas: (1) optimization, (2) modeling and solving new structural engineering problems as optimization problems, and (3) analysis [7]. A deterministic optimization problem is often expressed as a set of equations:

Minimize/Maximize \( f(\mathbf{x}) \)  
Subject to \( g_i(\mathbf{x}) \leq 0 \quad i = 1, ..., m \)  
and/or \( h_j(\mathbf{x}) = 0 \quad j = 1, ..., l \)  
in which \( L_b \leq \mathbf{x} \leq H_b \)  
(1)

where \( f \) is the objective function of the problem, which concerns the minimization or maximization of a particular problem; \( \mathbf{x} \) is a vector with \( n \) elements that expresses the deterministic variables of the desired \( n \)-dimensional problem; and \( g_i \) and \( h_j \) represent equality and inequality constraints of the problem, respectively. \( m \) and \( l \) also show the number of these constraints. A design that satisfies all the constraints is called a "feasible" design. A design that violates even one of the constraints is called an "infeasible" design. Here, \( L_b \) and \( H_b \) show the lower and upper bounds of the variables, respectively [8, 9]. One of the most important issues in the connection between science and practice is the proper use of optimization methods in construction projects. Hence, in the implementation of many current projects, there is either non-optimal overdesign, which leads to increased costs, or underestimated design, which leads to structural failure [10]. Therefore, it is important to properly apply the existing optimization methods and integrate them into problem-solving.
In recent decades, extensive research has been conducted on the behavior of moment connections in concrete filled steel tubes (CFSTs) under cyclic loading, leading to new connections and the development of regulations for them [11, 12]. In addition to conducting extensive research on moment connections in CFST columns, it is essential to conduct further studies on CFST connections and their complete frames [13]. However, limited laboratory equipment and economic reasons prevent many experiments from being carried out on a practical scale. The finite element method (FEM) can also be used to fully simulate the effects of imposed loads, such as hysteresis or seismic loads [14, 15].

The use of thorough-bolting method for connecting beams to CFST columns is one of the accepted connections. The existing studies show that the bolted connection of steel beams to CFST columns has good earthquake-resistant performance [16]. Woa et al. [17] conducted a study on the seismic behavior of CFT columns and H-beams with two-sided bolted connections. The results showed that the resistance to seismic conditions exceeds the seismic design criteria in the United States and Taiwan. Therefore, two-sided bolt connections have excellent earthquake resistance and, as expected, very good performance in this structural system. Wang et al. [18] conducted a study on the columns of the concrete-filled steel tubes to evaluate the behavior of platform connections. According to the obtained results, in the structures with moment-resisting composite frames, closed two-bolt connections are reliable and efficient. Wang et al. [19] performed experimental and numerical analyses on the connections of a single-sided bolt-nut moment to CFTST columns. They also investigated the mechanical behavior of the platform connecting the bolts and nuts of the CFTST columns through experimental and numerical analyses. These creatively closed double bolts and nuts are proposed in mid-rise and low-rise buildings with reliable and effective solutions.

There has been a lot of research in the field of connection optimization, the most important of which are mentioned. Zhang et al. [20] performed seismic optimization analysis of vertical stiffener connection to CFST column in a meta-model-based study. In this study 14 models in two series were designed and numerically analyzed based on the results of quasi-static tests of vertical stiffeners to CFST columns. Yang et al. [21] researched the optimization of concrete casting in steel tubular ribs for long-span CFST arch bridge. Nguyen et al. [22] evaluated the possibility of using a feedforward neural network (FNN) to predict the axial capacity (Pu). Furthermore, an evolutionary optimization algorithm, namely invasive weed optimization (IWO), was used for tuning and optimizing the FNN weights and biases to construct a hybrid FNN–IWO model and improve its prediction performance. Hanoon et al. [23] proposed new numerical models for modeling the flexural capacities (Mu, Ki, and Ks of CFST beams under static bending load. For this purpose, numerous existing experimental and numerical results of CFST beams were collected for developing a new numerical model called hybridized artificial neural network (ANN) model with particle swarm optimization (PSO) algorithm. Pachideh et al. in 2020 [24] studied the impact of temperature rise on the performance of Concrete-Filled Double Skin Tubular Steel Columns with prismatic geometry. They also investigated the seismic performance of the concrete-filled double skin steel tubular columns whose geometry is prismatic in 2021 [25]. The present study investigates the effect of using rib plates when connecting steel beams to CFST columns with through bolts, considering the geometric variables, namely rib plates and material strength. The main purpose of measuring the variables is to obtain the degree to which the geometric and strength parameters of the rib plate affect the load-bearing capacity and stress of the models. This problem was solved using a metaheuristic multi-level cross-entropy optimizer (MCEO) algorithm integrated with response surface method (RSM) and FEM. This strategy has not been carried out in any previous work with these variables. It is hoped that by applying this solution and sensitivity analysis of the parameters, a clearer view of the performance of the CFST connections will be obtained. Various optimization problems in the fields of mechanics, civil engineering, electricity, etc. (in which another parallel solver is needed) can be also simplified and solved by using this technique.

2. Optimization method

2.1. Multi-level cross-entropy optimizer (MCEO) algorithm

The MCEO algorithm uses multiple averages in each iteration simultaneously and in parallel to guide the samples. Incorporating the basic concepts of cross-entropy, this method continues until a suitable level of stability is reached [26].

2.1.1. Initial implementation

The mean driving point in this algorithm is called the 'average' in the search process. According to the equation, the averages are evenly distributed across the search area to create the initial conditions of the algorithm (2).

\[
\text{Averages} = \frac{1}{n} \left[ P (H_b - L_b) \right]
\]

In this equation, Averages shows the matrix of medium-sized particles, which are distributed evenly in the n-dimensional space of the problem in the first iteration. P is a random number between 0 and 1. The lower and upper limits of the research area are denoted by L and H, respectively. In MCEO, several search particles known as 'search agents' are distributed around the mean. Therefore, in the first iteration of the algorithm with a value of the first standard deviation with normal distribution, the search agents are distributed around the averages. In the first search agent iteration, the MCEO attempts to cover as much search space as possible. Therefore, the first suggestion in the MCEO [26] is the initial standard deviation of the search particles with Equation (3):

\[
\sigma_{\text{initial}} = 2 \times \frac{(H_b - L_b)}{n_{\text{Averages}}}
\]

where \(n_{\text{Averages}}\) and \(\sigma_{\text{initial}}\) represent the number of media in the first iteration and the standard deviation of the algorithm, respectively. These steps are illustrated in Figure 1.
The motion applied to the search particles during each iteration cycle should endow the samples with five different functions, as shown in Figure 2. The following processes were implemented to include these five steps in the MCEO: The first step is to generate a complete matrix of search particles and solutions. This matrix is sorted by the obtained solutions so that the first row of the complete matrix contains the best position with the best solution. The new averages of the next iteration are then $n_{Averages}$ of the particles from the top of this matrix (including the best positions and their corresponding solutions, except the first solution). To store the best solution, it is important to select the first row of the comprehensive matrix in the following iteration of the search particle. The best position is also lost in the next iteration when the new average is selected. For instance, if the number 1 is taken as the average of 10 random numbers and the distribution itself is formed around it with a standard deviation, this number itself may not exist accurately. The motions of the search particles are therefore performed according to the cases that have a tendency to the global optimum and have the best condition. In this way, property (a) (attraction) is satisfied by these five cases [20].

![Fig. 1: Initial implementation of MCEO [26]](image)

**2.1.2. Search parameters in MCEO**

The cost of meta-heuristic algorithms is calculated according to the number of average searches and the number The search particles appear in blue in Figure 3a and their corresponding solutions are denoted in red. Here, it is a replication counter algorithm in which best solutions are selected as the averages of the following iteration after sorting the particle position according to its solutions in the $i^{th}$ iteration. The percentage is created randomly, as shown in Figure 3b. A linearly decreasing coefficient called the "standard reduction coefficient" (SRF) is introduced to change the standard deviation of each average. The standard deviation of averages decreases with appropriate relative positions. The standard difference between averages increases with relatively inappropriate positions. Therefore, step (e) (alignment) in Figure 2 is already included in the MCEO. Figure 4 presents the effect on particulate matter distribution by applying the SRF coefficient [26].

![Fig. 2: Basic properties of particle motion in metaheuristic optimization algorithms [19]](image)

**2.1.3. Computational parameters of MCEO**

The computational cost of meta-heuristic algorithms is calculated according to the number of average searches and the number The search particles appear in blue in Figure 3a and their corresponding solutions are denoted in red. Here, it is a replication counter algorithm in which best solutions are selected as the averages of the following iteration after sorting the particle position according to its solutions in the $i^{th}$ iteration. The percentage is created randomly, as shown in Figure 3b. A linearly decreasing coefficient called the "standard reduction coefficient" (SRF) is introduced to change the standard deviation of each average. The standard deviation of averages decreases with appropriate relative positions. The standard difference between averages increases with relatively inappropriate positions. Therefore, step (e) (alignment) in Figure 2 is already included in the MCEO. Figure 4 presents the effect on particulate matter distribution by applying the SRF coefficient [26].

Therefore, the solutions provided by the standard deviation of the search particle are used to meet steps b (cohesion) and c (distraction) of the items in Figure 2. In situations with either improper solutions or the best solutions, the standard deviation in each step should increase (the better the solution, the lower the standard deviation). This process is expressed by $\psi = \frac{nVar^2}{\sigma_i^2}$, where $\psi$ is also included to consider and apply the impact to the standard deviation of the search particles of the problem dimension. According to the explanations given, Equation (4) is proposed for the standard deviation of search particles for different purposes [26]:

$$\sigma_i = \left( \frac{i}{n_{Averages}} \right)^3 \left( \frac{h_{max} - h_{min}}{\psi} \right), \quad \psi = \frac{nVar^2}{\sigma_i^2} \tag{4}$$

where $\sigma_i$ expresses the standard deviation of the $i$th mean and $nVar$ denotes the number of dimensions of the problem. It is also suggested in the present MCEO step for finding new and unknown situations that 20% of the worst averages are ignored and substituted by new random averages in this algorithm. Thus, property (d) (separation) is also included in the algorithm among the items shown in Figure 2. The above-mentioned items are illustrated in Figure 3.
Fig. 3: a) Solution of different particles, b) sorting based on solutions and forming a comprehensive matrix [26]

Updating the standard deviation leads to a clear and coherent pattern that distributes the search particles over the available space. After a few iterations of the pattern, the best averages are slightly different and the exploitability is very high. Besides, the search particles formed around unsuitable averages with high standard deviation are an efficient way of space exploration. Figure 5 clearly shows this process [26].

Fig. 5: Motion of particles in MCEO in near (suitable) and far (unsuitable) positions compared to optimal position [26]

2.2. Response Surface Method (RSM)

In RSM, a lower bound and an upper bound are first defined for the variables. The distance between the bounds is then divided into equal values according to the accuracy required to represent the functions. Design of experiments (DOE) is an important aspect of RSM. Originally developed to fit experimental models, this strategy can also be used in numerical experiments. The DOE aims to select the points to evaluate the response. The choice of experimental designs can greatly affect the accuracy of the estimation and the cost of building the surface response model. After selecting the experimental design, the model equation is determined and its coefficients are predicted. The RSM model is normally the equation or reduction in the form of the whole quadratic model

\[ Y = X\beta + \epsilon \]

where \( \beta_0, \beta_i, \beta_{ij}, \) and \( \beta_{ij} \) are constant, linear, quadratic, and regression interaction coefficients, respectively. Besides, \( x_i \) and \( x_j \) are the independent coded variables. Equations (5) and (6) provide the matrix notation of this process. The above system is solved by the least square method (LSM), and the coefficients of the equation are then obtained. Afterward, the solution is predicted to solve the above equation. Compliance with the model should then be verified with experimental data. Various methods, such as residual analysis, root mean square error, and malfunction test can be employed for this purpose [22, 23].

3. Finite element model validation

In recent years, FEM has been recognized as a powerful tool for structural analysis [30]. Therefore, in this study, the connection of the beam to the CFST column developed by Abaqus software was selected as a validation example from the study of Wu LY et al. [31]. The support and loading conditions and the geometric properties of the sample connection in the laboratory are illustrated in Figure 6.
Fig. 6: (a) Schematic view of boundary conditions and loading, (b) geometric characteristics of test connection [29]

Table 1 shows the dimensions and material specifications of all parts used in this study [31].

One of the connection samples (i.e., FSB-8) was modeled in Abaqus software for validation under the conditions of the reference article. In this modeling, solid eight-node elements are used to model all beam elements, steel tubes, triangular stiffener, end plate, bolts, and concrete core. The concrete damaged plasticity criteria for concrete, and plastic failure for steel materials (including the von Mises yielding and hardening criteria) were used to define the mechanical properties of materials in the nonlinear region. In this study, the connection between the connected edges of all elements is modeled using the loading sample with the tie limit. The reason is the lack of study on the welding behavior at micro models and the assumption of the optimal welding conditions (complete continuity and no weld failure during loading). The hard contact constraint was used to represent the behavior of the contacting surfaces between: the bolts and the concrete, the surface of nuts and the end plate, the end plate with the column and the steel column with cement core). The concrete plasticity failure profile was also used to define the concrete behavior. The dynamic analysis was used for this example. The loading protocol is presented in Figure 7, which was used for the loading. The fixed support was defined for both ends of the column. Figure 8 depicts the final constructed model and the stress contours in the numerical sample.

Table 1: Dimensions and material specifications of all parts [31]

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Column section (A572 Grade 50) (mm)</th>
<th>$t$ (mm)</th>
<th>$B/t$</th>
<th>Filled of concrete</th>
<th>Beam section (A36) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSB-6</td>
<td>$400 \times 400 \times 6 \times 6$</td>
<td>6</td>
<td>66</td>
<td>YES</td>
<td>H500 $\times$ $200 \times 10 \times 16$</td>
</tr>
<tr>
<td>FSB-8</td>
<td>$400 \times 400 \times 8 \times 8$</td>
<td>8</td>
<td>50</td>
<td>YES</td>
<td>H500 $\times$ $200 \times 10 \times 16$</td>
</tr>
<tr>
<td>FSB-10</td>
<td>$400 \times 400 \times 10 \times 10$</td>
<td>10</td>
<td>40</td>
<td>YES</td>
<td>H500 $\times$ $200 \times 10 \times 16$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Steel</th>
<th>Concrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web</td>
<td>$\sigma_y$ (MPa)</td>
<td>$\sigma_y$ (%)</td>
</tr>
<tr>
<td>FSB-6</td>
<td>337.5</td>
<td>427.0</td>
</tr>
<tr>
<td>FSB-8</td>
<td>337.5</td>
<td>427.0</td>
</tr>
<tr>
<td>FSB-10</td>
<td>337.5</td>
<td>427.0</td>
</tr>
</tbody>
</table>

Fig. 7: The loading protocol [31]
The data recorded in the numerical analysis software were compared with the experimental diagram in Figure 9. The shear capacity of the connection was found to be 315,657 kN, while it was found to be 302,362 kN in the Abaqus simulation with an error of about 4%. As can be seen, the results are quite close to the experimental results. Due to the very complex nature of plastic and nonlinear concrete, a small error is observed in the output.

4. Optimization problem of CFST connection

4.1. Design variables

For explicit relationships in the representation of system performance, the RSM developed in Design-Expert software was used. The models are developed based on the validated model. Five parameters are considered as variables in this regard. The first three variables are related to the geometry of the connected rib plates, which can be seen in Figure 10, and the last two variables are steel yield strength and concrete strength. The thickness of the connected upper and lower rib plates varies between 6 and 14 mm. As illustrated in Figure 11a, the levels of -1 and +1 for this variable are 8 and 12 mm, respectively, by mapping the right intervals -2 to +2. The lengths of the upper and lower rib plates, for which the levels of -1 and +1 are equal to 80 and 120 mm in the range of 60 and 140 mm, respectively, are similar in Figure 11b. According to Figure 11b, the lateral rib length in the range of 120-280 mm, the steel yield strength in the range of 260-420 MPa, and the concrete strength in the range of 20-40 MPa are also mapped to 1- and 1+ alpha levels equal to 2 in the response surface, as shown in Figure 12.
To examine all the above possible scenarios with five parameters in each of five cases, it is necessary to develop 5^5 = 3125 models in the Abaqus software. At this point, however, the design expert software reduced the required models to 50. In any case, the simulation should be performed using ABAQUS to extract the output showing the shear capacity and the maximum stress at the connection. This issue is explained in the following section.

4.2. Response surface results and creation of analytical functions

Based on the RSM principles used in the Design-Expert software, the introduced models are presented in Table 2. This table contains 50 models in which the individual values of the five variables are given. These 50 models should be designed based on the validated model, and the Abaqus software should estimate the stress and load-bearing capacity of each model. As can be seen, the model numbers appear in the first column of this table. The second through sixth columns provide the values of the variables, including plate thickness (mm), rib plate length (mm), lateral rib plate length (mm), steel yield strength (MPa), and concrete strength (MPa). The 7th and 8th columns of this table show the shear capacity (kN) and maximum stress (MPa) obtained by the Abaqus model.

<table>
<thead>
<tr>
<th>Model</th>
<th>t (mm)</th>
<th>h (mm)</th>
<th>H (mm)</th>
<th>F_y (MPa)</th>
<th>f_c' (MPa)</th>
<th>R (kN)</th>
<th>S (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model1 1</td>
<td>8</td>
<td>80</td>
<td>240</td>
<td>380</td>
<td>35</td>
<td>314.52</td>
<td>222.75</td>
</tr>
<tr>
<td>Model2 2</td>
<td>10</td>
<td>100</td>
<td>200</td>
<td>340</td>
<td>30</td>
<td>283.84</td>
<td>234.79</td>
</tr>
<tr>
<td>Model3 3</td>
<td>12</td>
<td>80</td>
<td>160</td>
<td>300</td>
<td>35</td>
<td>270.18</td>
<td>260.17</td>
</tr>
<tr>
<td>Model4 4</td>
<td>10</td>
<td>100</td>
<td>200</td>
<td>420</td>
<td>30</td>
<td>353.25</td>
<td>189.19</td>
</tr>
<tr>
<td>Model5 5</td>
<td>10</td>
<td>140</td>
<td>200</td>
<td>340</td>
<td>30</td>
<td>329.78</td>
<td>194.47</td>
</tr>
<tr>
<td>Model6 6</td>
<td>8</td>
<td>120</td>
<td>160</td>
<td>300</td>
<td>35</td>
<td>273.03</td>
<td>262.99</td>
</tr>
<tr>
<td>Model7 7</td>
<td>8</td>
<td>120</td>
<td>160</td>
<td>300</td>
<td>25</td>
<td>222.37</td>
<td>340.06</td>
</tr>
<tr>
<td>Model8 8</td>
<td>12</td>
<td>120</td>
<td>160</td>
<td>380</td>
<td>35</td>
<td>359.5</td>
<td>177.74</td>
</tr>
<tr>
<td>Model9 9</td>
<td>10</td>
<td>100</td>
<td>200</td>
<td>260</td>
<td>30</td>
<td>241.94</td>
<td>287.97</td>
</tr>
<tr>
<td>Model10 10</td>
<td>8</td>
<td>80</td>
<td>160</td>
<td>300</td>
<td>35</td>
<td>217.33</td>
<td>350.91</td>
</tr>
<tr>
<td>Model11 11</td>
<td>8</td>
<td>80</td>
<td>160</td>
<td>300</td>
<td>25</td>
<td>164.79</td>
<td>419.86</td>
</tr>
<tr>
<td>Model12 12</td>
<td>10</td>
<td>100</td>
<td>200</td>
<td>340</td>
<td>30</td>
<td>281.91</td>
<td>243.11</td>
</tr>
<tr>
<td>Model13 13</td>
<td>10</td>
<td>100</td>
<td>200</td>
<td>340</td>
<td>30</td>
<td>286.15</td>
<td>243.80</td>
</tr>
<tr>
<td>Model14 14</td>
<td>12</td>
<td>120</td>
<td>160</td>
<td>300</td>
<td>25</td>
<td>211.10</td>
<td>344.17</td>
</tr>
<tr>
<td>Model15 15</td>
<td>8</td>
<td>80</td>
<td>140</td>
<td>300</td>
<td>25</td>
<td>270.91</td>
<td>248.63</td>
</tr>
<tr>
<td>Model16 16</td>
<td>8</td>
<td>120</td>
<td>140</td>
<td>300</td>
<td>25</td>
<td>256.33</td>
<td>253.09</td>
</tr>
<tr>
<td>Model17 17</td>
<td>10</td>
<td>60</td>
<td>200</td>
<td>340</td>
<td>30</td>
<td>234.03</td>
<td>286.98</td>
</tr>
<tr>
<td>Model18 18</td>
<td>12</td>
<td>80</td>
<td>240</td>
<td>300</td>
<td>35</td>
<td>301.53</td>
<td>216.41</td>
</tr>
<tr>
<td>Model19 19</td>
<td>6</td>
<td>100</td>
<td>200</td>
<td>340</td>
<td>30</td>
<td>234.06</td>
<td>280.87</td>
</tr>
<tr>
<td>Model20 20</td>
<td>8</td>
<td>120</td>
<td>160</td>
<td>380</td>
<td>35</td>
<td>308.79</td>
<td>217.34</td>
</tr>
<tr>
<td>Model21 21</td>
<td>8</td>
<td>80</td>
<td>240</td>
<td>300</td>
<td>25</td>
<td>212.51</td>
<td>319.75</td>
</tr>
<tr>
<td>Model22 22</td>
<td>12</td>
<td>120</td>
<td>160</td>
<td>300</td>
<td>35</td>
<td>322.17</td>
<td>215.83</td>
</tr>
<tr>
<td>Model23 23</td>
<td>8</td>
<td>120</td>
<td>160</td>
<td>380</td>
<td>25</td>
<td>261.62</td>
<td>259.44</td>
</tr>
<tr>
<td>Model24 24</td>
<td>12</td>
<td>80</td>
<td>240</td>
<td>380</td>
<td>35</td>
<td>347.72</td>
<td>185.00</td>
</tr>
</tbody>
</table>

Equations (8) and (9) are provided based on the response surfaces methodology by using the design expert software. The values in Table 2 (columns 2 to 5) were given to the software as input variables, and the column 6 and 7 were introduced as outputs, to obtain these equations. Software analysis was also adjusted to create a quadratic equation, and the interaction of the input parameters was also considered.

\[
R(t, h, H, F_y, f_c') = -444.22183 + 23.43675 \times t + 2.02854 \times h + 0.35536 \times H \times 0.024713 \times F_y + 8.29686 \times f_c' - 0.034441 \times t \times h - 0.032151 \times t \times H - 6.91831E - 3 \times t \times F_y + 0.010906 \times t \times f_c' - 1.77546E - 4 \times h \times H - 1.43867E - 3 \times h \times F_y + 1.15999E - 3 \times h \times f_c' - 1.35156E - 3 \times H \times F_y - 0.011532 \times h \times f_c' - 5.84854E - 3 \times F_y \times f_c' - 0.036207 \times t^2 - 7.41982E - 5 \times h^2 + 1.08895E - 3 \times H^2 + 1.02511E - 3 \times F_y^2 + 9.6057E - 3 \times f_c'^2
\]  

\[
S(t, h, H, F_y, f_c') = +3276.60115 - 84.59325 \times t - 8.51317 \times h - 5.27956 \times H - 4.27821 \times F_y - 37.12463 \times f_c' + 0.13301 \times t \times h + 0.079162 \times t \times H + 0.053758 \times t \times F_y + 0.506989 \times t \times f_c' + 7.65284E - 3 \times h \times H + 6.77784E - 3 \times h \times F_y + 0.040477 \times h \times f_c' + 5.24357E - 3 \times H \times F_y + 0.032885 \times H \times f_c'
\]  
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Explicit mathematical formulas that show the relationship between load-bearing capacity and stress with the five problem variables are presented in Equations (7) and (8). Figure 13 shows the lower bearing capacity and stress derived from the finite elements extracted from the Abaqus software against the values obtained from the above equations expressed by the response surface. These plots show a very high coefficient of determination ($R^2$), indicating the prediction and interpolation accuracy of the presented formula.

$$0.029425 \times F_y \times f_c' + 0.47265 \times t^2 + 4.26323E - 3 \times h^2 + 6.92056E - 4 \times H^2 + 7.30877E - 4 \times F_y + 0.10650 \times f_c'^2$$

(8)

It is well known that increasing the load-bearing capacity of the model increases the maximum stress. Therefore, it is desirable to optimize the present functions so that a certain value does not exceed the load-bearing capacity by the model's maximum stress. This certain value is usually obtained when optimizing structures at the 85% level of the stress interval. In these conditions, the failure level in most incremental dynamics analyses (IDAs) is equal to 85% of the structure's response interval. Another parameter called gamma ($\gamma$), which specifies the problem, is introduced by Equation (9):

$$\gamma = \left[ \xi \ast (Max_\theta - Min_\theta) \right] + Min_\theta$$

(9)

where $\gamma$ is the maximum limit of parameter $\theta$. In this study, $\theta$ denotes the stress of the system ($S$). Also, $\xi$ shows the failure level, namely 85% (0.85) of the stress interval according to the explanations provided. The maximum ($Max_\theta$) and minimum ($Min_\theta$) values of the parameter in question should be subtracted to calculate this interval. In this way, the amount of stress at the resolution limit should be calculated.
$I_2 = [0.85 \times (419.8 - 162.3)] + 162.3 = 381.175 \quad (10)$

Therefore, Equation (11) states that structural failure occurs whenever the system stress is greater than 381.175 MPa, which is set as the problem boundary. As mentioned earlier, the problem has the objective function of maximizing the load-bearing capacity in Equation (8), as the $I_2$ value in Equation (9) is defined (less than 381.175 MPa). Therefore, Equation (12) is defined as the current optimization problem:

**maximize:** $f(x) = R(t, h, H, F_y, f'_c) \quad (11)$

**Subject to:** $S(t, h, H, F_y, f'_c) < I_2$

In which:

$I_2 = 381.175 \text{ (MPa)}$

$6 \leq t(m) \leq 14$

$60 \leq h(mm) \leq 140$

$260 \leq F_y(\text{MPa}) \leq 420$

$20 \leq f'_c(\text{MPa}) \leq 40$

By substituting Equations (7) and (8) into the objective function related to the problem statement (11), we have:

**maximize:** $R(t, h, H, F_y, f'_c) = -444.22183 + 23.43675 \times t + 20.2854 \times h + 0.3536 \times H + 0.024713 \times F_y + 8.29686 \times f'_c - 0.034441 \times t \times h - 0.032151 \times t \times H - 6.91831E - 3 \times t \times F_y + 0.01906 \times t \times f'_c - 1.77546E - 4 \times h \times H - 1.43867E - 3 \times h \times F_y + 1.15999E - 3 \times h \times f'_c + 1.35156E - 3 \times h \times F_y - 0.011532 \times H \times f'_c - 5.84854E - 5 \times F_y \times f'_c - 0.036207 \times t^2 - 7.41982E - 5 \times h^2 + 1.08895E - 5 \times H^2 + 1.02511E - 3 \times F_y^2 + 9.96057E - 3 \times f'_c^2$

**Subject to:** $S(t, h, H, F_y, f'_c) - I_2 < 0 \rightarrow +3276.60115 - 84.59325 \times t - 8.51317 \times h - 5.27956 \times H - 4.27821 \times F_y - 37.12463 \times f'_c + 0.13301 \times t \times h + 0.079162 \times t \times H + 0.053758 \times t \times F_y + 0.50698 \times t \times f'_c + 7.65284E - 3 \times h \times H + 6.77784E - 3 \times h \times F_y + 0.040477 \times h \times f'_c + 5.24357E - 3 \times H \times F_y + 0.032885 \times H \times f'_c + 0.029425 \times F_y \times f'_c + 0.47265 \times t^2 + 4.26323E - 3 \times h^2 + 6.92056E - 4 \times h^2 + 7.30877E - 4 \times F_y^2 + 1.0650 \times f'_c^2 - 381.175 < 0 \quad (12)$

Equation (13) is used to apply the penalty function to convert this bound problem into an unbound problem:

$f_p(x) = f(x) + \lambda \sum_{k=1}^{m} \delta_k [g_k(x)]^2 \quad (13)$

where $\lambda$ should be more than 1 (in this study, $\lambda = 10^{15}$). It is noteworthy that this method can be improved by imposing a relative penalty. Thus, the effects in the changes in the objective function and the constraint is first evaluated as each variable changes, followed by the calibration of the values and the multiplication of $\lambda$ for each variable. Also, parameter $\delta_k$ is defined by Equation (14) to show the violation event.

\[
\begin{align*}
\delta_k &= 1 \text{ if constraint } g_k \text{ is violated} \\
\delta_k &= 0 \text{ if constraint } g_k \text{ is satisfied}
\end{align*}
\]

(14)

The sensitivity analysis was performed to examine the effect of each variable on the response. The effect of the variation of each variable on the load-bearing capacity and stress is estimated in this analysis. In this way, the sensitivity of each parameter can be defined by Equation (15):

**Sensitivity Analysis:** $\frac{df(x)}{dx} = \frac{f(x+\Delta x)}{x+\Delta x} \rightarrow f(x) \equiv [R, S]$

in which:

$x \equiv [t, h, F_y, f'_c]$

(15)

where $\Delta$ represents the change rate of each variable. In certain sensitivity analyses, the rate of this change affects the response. However, it was found by trial and error in the current relation that a reduction of less than 1% in the interval of each variable does not make much difference in the response. Consequently, the changes were made in the form of $[x + 0.01(\text{Max}_x - \text{Min}_x)]$ for each variable. Therefore, the results are obtained by calculating the unit vector $\frac{f(x+\Delta x)}{\Delta}$. Table 4 shows the results of the sensitivity analysis. It should be noted that the values in Table 4 are in the form of a unit vector and equal to 1 in size.

<table>
<thead>
<tr>
<th>$f(x)$</th>
<th>Rate</th>
<th>Rank</th>
<th>$f(x)$</th>
<th>Rate</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>0.3834</td>
<td>5</td>
<td>$R$</td>
<td>0.3705</td>
<td>5</td>
</tr>
<tr>
<td>$S$</td>
<td>0.4534</td>
<td>5</td>
<td>$S$</td>
<td>0.4356</td>
<td>5</td>
</tr>
</tbody>
</table>

For each of the five problem variables, the results show a significant increase in the load-bearing capacity of the system and a reduction in the connection stress. Table 3 also describes the significance of the variables as rank for the change in the load-bearing capacity and stress. To view the results of the sensitivity analysis better, Figure 15 shows the rate of change in load-bearing capacity and stress for each variable.

**Fig. 15:** Change rate of load-bearing capacity and stress against change of each variable

Thus, the constraints are applied to the problem and the optimization becomes an unbound problem (Equation 13). The optimization is performed in the following four different modes:

In the first case, 5 average particles (nA = 5) and 5 search particles (nS = 10) are used.

In the second case, 5 average particles (nA = 5) and 5 search particles (nS = 10) are used.
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In the third case, 10 average particles (nA = 10) and 5 search particles (nS = 5) are used.

In the fourth case, 10 average particles (nA = 10) and 10 search particles (nS = 10) are used.

In each of the above cases, one hundred iterations of the algorithm are considered. The convergence schemes are shown in Figure 16 for each of the four modes. As mentioned above, the objective of the optimization is to maximize stress load capacity. Therefore, the best design is achieved by the fourth mode with 10,000 iterations, in which the load-bearing capacity of 3300.2901 kN and the stress of 381.067 MPa are obtained (10 median particles and 10 search particles per 100 iterations). The geometric parameters t, h, and H are, respectively, 12.83 mm, 135.49 mm, and 273.42 mm. The steel yield stress (f_y) and concrete strength (f'_c) were found to be 416.38 MPa and 30.37 MPa, respectively.

When estimating the load-bearing capacity of this model, the solution of ABAQUS was equal to 328.65 kN. In the optimization, this value differed from the calculated design by only 0.4%, which shows the accuracy of the calculations. The above model also shows the proper distribution of stresses and the use of an appropriate connection. In addition to the geometric parameters, the effects on the performance of the steel strength system and concrete consumption are very important. The influence of optimization is pronounced in the designed connection.

5. Conclusion

The present study deals with the geometric optimization and strength parameters for the connection of through-bolt steel beams to CFST columns reinforced with rib plates. The study by Wu LY et al. was considered as a reference and the Abaqus software was then used to calibrate and validate the FEM results. Subsequently, the problems were treated as variables with three geometric parameters and two material strength parameters. RSM was used to develop the necessary models to produce the objective function and problem constraint functions in this study. The optimization problem aimed to maximize the model's load-bearing capacity when the maximum system stress limit is of concern.

The multi-level cross-entropy optimizer (MCEO) algorithm was also considered as a solver, whose results have recently been shown to be more accurate than robust current algorithms. Finally, Abaqus software was used to design the optimal connection model. It correspondingly estimated the load-bearing capacity and stress and the optimal design of the designed model. The results obtained using RSM in developing the corresponding functions confirmed the correctness of the relationship. The correlation coefficient between load-bearing and stress was 0.9898 and 0.9809, respectively, which is very high and reasonable. This solution eliminates the need to link the finite element software with the MATLAB code and substantially reduces the computational cost. This solution can optimize the performance of several systems that require a large amount of analysis time and solve a wide range of structural problems. The results of the MCEO optimization algorithm were accurate with few search particles (25 particles per 100 iterations). With an average of 10 particles and 10 search particles in 100 iterations, the stress constraint was almost within the defined limit and thus the best result was obtained. The results obtained from the finite elements and RSM relationships were very consistent. It was also observed that the strength parameters have a greater influence on the connection response in the parametric sensitivity analysis of the connection. Failure to consider other geometric parameters, such as the dimensions of beams and columns, can be considered as one of the limitations of the current study.
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